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Abstract. We prove that a proper holomorphic map between two non-planar bounded
symmetric domains of the same dimension, one of them being irreducible, is a biholomor-
phism. Our methods allow us to give a single, all-encompassing argument that unifies the
various special cases in which this result is known. We discuss an application of these
methods to domains having noncompact automorphism groups that are not assumed to
act transitively.

1. Introduction and statement of results

The primary objective of this paper is to prove the following result:

Theorem 1.1. Let D1 and D2 be two bounded symmetric domains of complex dimension
n ≥ 2. Assume that either D1 or D2 is irreducible. Then, any proper holomorphic mapping
of D1 into D2 is a biholomorphism.

The above theorem is known in several special cases. For D1 = D2 = Bn, the (Euclidean)
ball in Cn, n ≥ 2, the result was established by Alexander [1]. This is a pioneering work that
has motivated several generalizations to proper holomorphic maps between certain types of
smoothly bounded pseudoconvex domains. Henkin and Novikov [6] described a method for
proving the above result when D1 = D2 (= D, say) and D is a bounded symmetric domain
that is not of tube type. About a decade later, Tsai [18] established the result for D1 and
D2 as above, provided D1 is irreducible and rank(D1) ≥ rank(D2) ≥ 2.

Tsai’s result is a broad metric-rigidity theorem (under the Bergman metric) for proper
holomorphic maps of D1 into D2, where D1 and D2 are as above but not necessarily equidi-
mensional. In such a result, the condition rank(D1) ≥ rank(D2) ≥ 2 is indispensible.
Adapting Tsai’s ideas to the equidimensional case, Tu [19] established Theorem 1.1 in the
higher-rank case, assuming D1 is irreducible. In using Tsai’s ideas, the assumption that
D1 is irreducible is essential — see [19, Proposition 3.3] — and it is not clear that a small
mutation of those ideas allows one to weaken this assumption. In our work, we are able to
assume either D1 or D2 to be irreducible precisely by not relying too heavily on the fine
structure of these domains. Indeed, we wish to emphasize that the focus of this work is not
on mopping up the residual cases in Theorem 1.1. The methods in [6] (and [20], on which
[6] relies), [18] and [19] are tied, in a rather maximalistic way, to the fine structure of a
bounded symmetric domain. In contrast, we present some ideas that make very mild use of
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the underlying orbit structure of the bounded symmetric domains. They could therefore be
applied to manifolds whose automorphism groups are not assumed to act transitively but
are merely “large enough”. Theorem 1.5 is an illustration of this notion. These ideas also
provide a unified argument, irrespective of rank or reducibility, for Theorem 1.1.

We need to be more precise about the preceding remarks. This requires some elaboration
on the objects of interest. A bounded symmetric domain in Cn is the holomorphic imbedding
in Cn of some Hermitian symmetric space of noncompact type. It is irreducible if it is not
a product of bounded symmetric domains of lower dimension. Cartan studied Hermitian
symmetric spaces of noncompact type and classified the irreducible ones, showing that they
are one of six types of homogeneous spaces. An outcome of Harish-Chandra’s work in [5] is
that these homogeneous spaces (and products thereof) can be imbedded in Cn as bounded
convex balanced domains (we say that a domain D ⊂ Cn is balanced if, for any z ∈ D,
ζz ∈ D for each ζ in the closed unit disc centered at 0 ∈ C). This imbedding is unique up
to a linear isomorphism of Cn. Such a realization of a bounded symmetric domain is called
a Harish-Chandra realization.

The three main features that we wish to emphasize about this work are:

a) The arguments in [1] involve many estimates showing how a proper mapping maps
conical regions with vertex on ∂Bn into the “admissible” approach regions of Korányi
[10]. Boundary approach, in a somewhat different sense, plus Chern–Moser theory
[4] make an appearance in [20]. In contrast, apart from, and owing to, a result of
Bell [2] on boundary behaviour, our proof involves rather “soft” methods.

b) The techniques underlying [18] and [19] rely almost entirely on the fine structure
of a bounded symmetric domain. Specifically, they involve studying the effect of a
proper holomorphic map on the characteristic symmetric subspaces of a bounded
symmetric domain of rank≥ 2. In contrast, our techniques rely on only a coarse
distinction between the different strata that comprise the boundary of an irreducible
bounded symmetric domain (e.g., see Remark 4.8 below).

c) An advantage of arguments that rely on only a coarse resolution of a bounded
symmetric domain is that some of them are potentially applicable to the study of
domains that have noncompact automorphism groups, but are not assumed to be
symmetric. A demonstration this viewpoint is the proof of Theorem 1.5 below.

Let D be a bounded symmetric domain. The main technical tool that facilitates our
study of the structure of ∂D, and describes certain elements of Aut(D) with the optimal
degree of explicitness, is the notion of Jordan triple systems. The application of Jordan
triple systems to geometry appears to have been pioneered by Koecher [9]. Our reference
on this subject are the lecture notes of Loos [13], which are devoted specifically to the
bounded symmetric domains. Jordan triple systems and versions of the Schwarz lemma are
our primary tools. We present next an outline of how we use these tools.

An important lemma, which is inspired by Alexander’s work, is the following

Key Lemma 1.2. Let D be a realization of an irreducible bounded symmetric domain
of dimension n ≥ 2 as a bounded convex balanced domain in Cn. For z ∈ D \ {0}, let
∆z := {ζz : ζ ∈ C and ζz ∈ D}. Let W1 and W2 be two regions in D such that 0 ∈W1∩W2

and let F : D → D be a holomorphic map. Assume that:

i) F maps W1 biholomorphically onto W2 with F (0) = 0.
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ii) There exists a non-empty open set U ⊂W1\{0} such that, for each z ∈ U , ∆z ⊂W1

and ∆F (z) ⊂W2.

Then, F is an automorphism of D.

This is a consequence of Vigué’s Schwarz lemma [21] (see Result 4.6 below), and the irre-
ducibility of D is essential to the lemma.

Our proof of Theorem 1.1 may be summarized as follows (we will assume here that D1

and D2 are Harish-Chandra realizations of the domains in question):

• By Bell’s theorem [2, Theorem 2], F extends to a neighbourhood of D1 and we can
find a point p in the Bergman–Shilov boundary of D1, and a small ball B around
it, such that F |B is a biholomorphism.
• We may assume that F (0) = 0. Let {ak} be a sequence in D1 ∩ B converging to p

and let bk := F (ak). Let φjk ∈ Aut(Dj) be an automorphism that maps 0 to ak if
j = 1, and to bk if j = 2. It turns out that both p and F (p) are peak points, whence

φjk −→ p(j) uniformly on compact subsets, where p(1) := p and p(2) := F (p).
• Using the Schwarz lemma for convex balanced domains (Result 4.5 below) we show

that a subsequence of {(φ2
j )
−1 ◦ F ◦ φ1

j} converges to a linear map and that, owing
to the tautness of D1 and D2, this map is a biholomorphism of D1 onto D2.
• We may now take D1 = D2 = D. We shall use our Key Lemma, with W1 =

(φ1
k)
−1(D ∩B) and W2 = (φ2

k)
−1(D ∩ F (B)) for k sufficiently large.

• Since the analytic discs ∆z and ∆F (z) are not relatively compact in D, the mode

of convergence of {φjk} isn’t a priori good enough to infer that appropriate families

of these discs will be swallowed up by Wj , j = 1, 2. By Bell’s theorem, each φjk
extends to some neighbourhood of D. We show that {φjk}, passing to a subsequence
and relabelling if necessary, converges uniformly on certain special special circular
subsets of D that are adherent to ∂D. This is enough to overcome the difficulty just
described.

Let us define a term that we used in the sketch above, which we shall also need in stating
our next theorem.

Definition 1.3. Let D  Cn be a domain and let p ∈ ∂D. We say that p is a peak point if
there exists a function h ∈ O(D)∩C(D;C) such that h(p) = 1 and |h(z)| < 1 ∀z ∈ D \ {p}.
The function h is called a peak function for p.

When a domain D is bounded, the noncompactness of Aut(D) (in the compact-open
topology) is equivalent to D having a boundary orbit-accumulation point; see [15].

Definition 1.4. Let D  Cn be a domain and let p ∈ ∂D. We say that p is a boundary
orbit-accumulation point if there exist a point a ∈ D and a sequence of automorphisms {φk}
of D such that limk→∞ φk(a) = p.

With the last two definitions, we are in a position to state our second theorem. Note
that D1 is not assumed to be a bounded symmetric domain. Yet, some of the techniques
sketched above (versions of which have been used to remarkable effect in the literature in
this field) are general enough to be applicable to the following situation.

Theorem 1.5. Let D1 be a bounded convex balanced domain in Cn whose automorphism
group is noncompact and let p be a boundary orbit-accumulation point. Let D2 be a realiza-
tion of a bounded symmetric domain as a bounded convex balanced domain in Cn. Assume
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that there is a neighbourhood U of p and a biholomorphic map F : U → Cn such that
F (U ∩ D1) ⊂ D2 and F (U ∩ ∂D1) ⊂ ∂D2. Assume that either p or F (p) is a peak point.
Then, there exists a linear map that maps D1 biholomorphically onto D2.

Remark 1.6. Theorem 1.5 (together with Bell’s theorem [2]) gives a very short proof of
the rigidity theorem of Mok and Tsai [14] under the additional assumption that the convex
domain D in their result is also circular. There is an extensive literature on rigidity theorems
relating to bounded symmetric domains, but we shall not dwell any further on it.

Remark 1.7. We remark that a version of the above result can be proved without assuming
that D1 is either balanced or convex. D1 merely needs to be complete Kobayashi hyperbolic.
However, in this case, the biholomorphism of D1 onto D2 will not, in general, be linear.
We prefer the above version: the conclusion that there exists a linear equivalence places
Theorem 1.5 among the rigidity theorems alluded to in Remark 1.6.

The layout of this paper is as follows. Since Jordan triple systems play a vital role in
describing not just the structure of the boundary of a bounded symmetric domain, but also
some of its key automorphisms, we begin with a primer on Jordan triple systems. Readers
who are familiar with Jordan triple systems can skip to Section 3, where we discuss the
boundary geometry of bounded symmetric domains. Section 4 is devoted to stating and
proving certain propositions that are essential to our proofs. Finally, in Sections 5 and 6,
we present the proofs of the results stated above

2. A primer on Jordan triple systems

There is a natural connection between bounded symmetric domains and certain Hermitian
Jordan triple systems. This section collects several definitions and results that are required
to give a coherent description of the boundary of a bounded symmetric domain (which we
shall discuss in the next section).

Unless otherwise stated, the results in this section can be found in the UC-Irvine lectures
by Loos [13] describing how Jordan triple systems can be used to study the geometry of
bounded symmetric domains.

Definition 2.1. A Hermitian Jordan triple system is a complex vector space V endowed
with a triple product (x, y, z) 7−→ {x, y, z} that is symmetric and bilinear in x and z and
conjugate-linear in y, and satisfies the Jordan identity

{x, y, {u, v, w}} − {u, v, {x, y, w}}
= {{x, y, u}, v, w} − {u, {y, x, v}, w} ∀x, y, u, v, w ∈ V.

Such a system is said to be positive if for each x ∈ V \ {0} for which {x, x, x} = λx (where
λ is a scalar), we have λ > 0.

As mentioned in Section 1, a bounded symmetric domain of complex dimension n has a
realization D as a bounded convex balanced domain in Cn. Let (z, . . . , zn) be the global
holomorphic coordinates coming from the product structure on Cn and let (ε1, . . . , εn)
denote the standard ordered basis of Cn. Let KD denote the Bergman kernel of (the above
realization of) D and hD the Bergman metric. The function {·, ·, ·} : Cn × Cn × Cn → Cn
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obtained by the requirement

hD({εi, εj , εk}, εl) =
∂4 logKD(z, z)

∂zi∂zj∂zk∂zl

∣∣∣∣
z=0

, (2.1)

and by extending C-linearly in the first and third variables and C-antilinearly in the sec-
ond, has the property that (Cn, {·, ·, ·}) is a positive Hermitian Jordan triple system (ab-
breviated hereafter as PHJTS). This relationship is a one-to-one correspondence between
finite-dimensional PHJTSs and bounded symmetric domains — which we shall make more
precise in Section 3.

Let (V, {·, ·, ·}) be a HJTS. It will be convenient to work with the operators

D(x, y)z = Q(x, z)y := {x, y, z}. (2.2)

We define the operator Q : V → End(V ) by Q(x)y := Q(x, x)y/2. For any x ∈ V , we can
define the so-called odd powers of x recursively by:

x(1) := x and x(2p+1) := Q(x)x(2p−1) if p ≥ 1.

A vector e ∈ V is called a tripotent if e(3) = e.

Tripotents are important to this discussion because:

• A finite-dimensional PHJTS has plenty of non-zero tripotents.
• Given a finite-dimensional PHJTS (V, {·, ·, ·}), any vector V has a certain canonical

decomposition as a linear combination of tripotents.
• In a finite-dimensional PHJTS, the set of tripotents forms a real-analytic submani-

fold.

We refer the interested reader to [13, Chapter 3] for details of the first fact. As for the
second fact, we need a couple of new notions. First: given a HJTS (V, {·, ·, ·}), we say that
two tripotents e1, e2 ∈ V are orthogonal if D(e1, e2) = 0. Second: given x ∈ V , we define
the real vector space �x� by

�x� := spanR{x(2p+1) : p = 0, 1, 2, . . . }.
These two notions allows us to state the following:

Result 2.2 (Spectral decomposition theorem). Let (V, {·, ·, ·}) be a finite-dimensional PHJTS.
Then, each x ∈ V \ {0} can be written uniquely as

x = λ1e1 + · · ·+ λses (2.3)

where λ1 > λ2 > · · · > λs > 0 and {e1, . . . , es} is a R-basis of �x� comprising pairwise
orthogonal tripotents.

The decomposition of x ∈ V as given by Result 2.2 is called the spectral decomposition of
x. The assignment x 7−→ λ1(x), where λ1(x) is as given by (2.3), is a well-defined function
and can be shown to be a norm on V . This norm is called the spectral norm on V .

Next, we present another decomposition, which give us the second ingredient needed to
describe the boundary geometry of a bounded symmetric domain.

Result 2.3 (Pierce decomposition). Let (V, {·, ·, ·}) be a HJTS and let e ∈ V be a tripotent.
Then, the spectrum of D(e, e) is a subset of {0, 1, 2}. Let

Vj = Vj(e) := {x ∈ V : D(e, e)x = jx}, j ∈ Z.
Then:
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a) V = V0 ⊕ V1 ⊕ V2.
b) If e 6= 0, then e ∈ V2.
c) We have the relation {Vα, Vβ, Vγ} ⊂ Vα−β+γ.
d) V0, V1 and V2 are Hermitian Jordan subsystems of {·, ·, ·}.

The direct-sum decomposition (a) given by the above result is called the Pierce decom-
position of V with respect to the tripotent e. The ideas that go into proving the Pierce
decomposition theorem allow us to construct a special partial order on the set of tripotents
of V . In order to avoid statements that are vacuously true, unless stated otherwise, we take
(V, {·, ·, ·}) to be a PHJTS. Let e, e′ ∈ V be tripotents. We say that e is dominated by e′

(e � e′) if there is a tripotent e1 orthogonal to e such that e′ = e + e1. We say that e is
strongly dominated by e′ (e ≺ e′) if e � e′ and e 6= e′. The result of interest, in this regard,
is the following:

Result 2.4. Let (V, {·, ·, ·}) be a HJTS. Let e1, e2 ∈ V be orthogonal tripotents and let
e = e1 + e2. If e′ ∈ V is a tripotent orthogonal to e, then e′ is orthogonal to e1 and e2.

Now suppose {·, ·, ·} is positive. Then, the relation � is a partial order on the set of
tripotents.

Definition 2.5. A tripotent is said to be minimal (or primitive) if it is minimal for �
among non-zero tripotents. It is said to be maximal if it is maximal for �.

Result 2.6. Consider the tripotents of V partially ordered by �.

(1) A tripotent e is maximal if and only if the Pierce space V0(e) = 0.
(2) If, for a tripotent e, the Pierce space V2(e) = Ce, then e is primitive.

Let us now also assume that (V, {·, ·, ·}) is finite dimensional. Given any non-zero tripo-
tent e, it follows from finite-dimensionality and the repeated application of Result 2.4 that
e can be written as a sum of mutually orthogonal primitive tripotents. This brings us to the
final concept in this primer: the rank of a tripotent e is the minimum number of primitive
tripotents required for such a decomposition of e while the rank of (V, {·, ·, ·}) is the highest
rank that a tripotent of V can have.

3. The boundary geometry of bounded symmetric domains

In this section we describe the boundary of a bounded symmetric domain in terms of the
positive Hermitian Jordan triple system associated to it. Thus, we shall follow the notation
introduced in Section 2. Recall that a bounded symmetric domain D has a realization
as a bounded convex balanced domain. When we say “Hermitian Jordan triple system
associated to D”, it is implicit that D is this realization and the association is the one given
by (2.1). This is a one-to-one correspondence, described as follows:

Result 3.1 ([13], Theorem 4.1). Let D be a realization of a bounded symmetric domain as
a bounded convex balanced domain in Cn for some n ∈ Z+. Then, D is the open unit ball in
Cn with respect to the spectral norm determined by the PHJTS associated to D. Conversely,
given a PHJTS (Cn, {·, ·, ·}), the open unit ball with respect to the spectral norm determined
by it is a bounded symmetric domain D, and the PHJTS associated to D by the rule (2.1)
is (Cn, {·, ·, ·}).
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In what follows, whenever we mention a bounded symmetric domain D, it will be understood
that D is a bounded convex balanced realization.

The boundary of a bounded symmetric domain D ⊂ Cn has a certain stratification into
real-analytic submanifolds that can be described in terms of the PHJTS associated to D.
The first part of this section is devoted to describing this stratification. Fix a bounded
symmetric domain D ⊂ Cn and let (Cn, {·, ·, ·}D) be the PHJTS associated to it. It turns
out (see [13, Theorem 5.6]) that the set MD of tripotents of Cn with respect to {·, ·, ·}D is
a disjoint union of real-analytic submanifolds of Cn. For each e ∈MD, let MD,e denote the
connected component of MD containing e. The tangent space Te(MD,e), viewed extrinsically
(i.e., so that e+ Te(MD,e) is the affine subspace of all tangents to MD,e at e), is:

Te(MD,e) = iA(e)⊕ V1(e),

where A(e) is determined by the relation V2(e) = {x+ iy ∈ Cn : x, y ∈ A(e)}, and Vj(e) is
the eigenspace of j = 0, 1, 2 in the Pierce decomposition of Cn with respect to e.

Let M∗D be the set of all non-zero tripotents and let ‖ · ‖D denote the spectral norm
determined by {·, ·, ·}D. Define

ED := {(e, v) ∈ Cn × Cn : e ∈M∗D and v ∈ V0(e)},
BD := {(e, v) ∈ ED : ‖v‖D < 1}.

We can write BD as a disjoint union of the form

BD :=
⊔
α∈C

BD,α, (3.1)

where C is the set of connected components of M∗D, and each BD,α is a connected, real-
analytic submanifold of Cn × Cn that is a real-analytic fibre bundle whose fibres are unit
‖ · ‖D-discs. The key theorem about the boundary of D is as follows:

Result 3.2 ([13], Chapter 6). Let D be a bounded symmetric domain in Cn and let f :
BD → Cn be defined by f(e, v) := e+ v. Then:

i) f|BD,α is an imbedding for each α ∈ C;
ii) ∂D = tα∈CMD,α, where MD,α := f(BD,α);
iii) in the above stratification of ∂D, if MD,α is of dimension dα, then it is a closed,

connected, real-analytic imbedded submanifold of the open set

Cn \
⋃

β : dimR(MD,β)<dα

MD,β.

Furthermore, when D is an irreducible bounded symmetric domain in Cn, then we can
provide further information. Here, the rank of a bounded symmetric domain is the rank of
the Jordan triple system (Cn, {·, ·, ·}D).

Result 3.3 ([13], Chapter 6; [21], Théorème 7.3). Let D be an irreducible bounded sym-
metric domain in Cn of rank r, and let C denote the set of connected components of BD.
Then, we have the following:

i) C has cardinality r.
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ii) Each connected component of the decomposition (3.1) is a bundle over a submanifold
of non-zero tripotents of rank j, j ∈ {1, . . . , r}. Denoting this bundle as BD, j , j ∈
{1, 2, . . . , r}, we can express the stratification of ∂D given by Result 3.2-(ii) as

∂D =

r⊔
j=1

MD, j ,

where MD, j := f(BD, j), and each MD, j is connected.
iii) The stratum MD,1 is dense in ∂D.

The other goal of this section is to describe the structure of the germs of complex-analytic
varieties contained in the boundary of a bounded symmetric domain D. This structure can
be described in extremely minute detail; see, for instance, [22] by Wolf. In fact, the papers
about higher-rank bounded symmetric domains mentioned in Section 1 make extensive use
of this fine structure. However, in this work, we only need very coarse information about the
complex analytic structure of ∂D; specifically: the distinction between the Bergman–Shilov
boundary of D and its complement in ∂D.

We denote the Bergman–Shilov boundary of D by ∂SD. We shall not formally define
here the notion of the Shilov boundary of a uniform algebra; we shall merely state that
the Bergman–Shilov boundary of a bounded domain D b Cn is the Shilov boundary of
the uniform algebra A(D) := O(D) ∩ C(D). However, we do carefully state the following
definition:

Definition 3.4. Let D be a bounded domain in Cn. An affine ∂D-component is an equiv-
alence class under the equivalence relation ∼A on ∂D given by

x ∼A y ⇐⇒ x and y can be joined by a chain of segments lying in ∂D,

where a segment is a subset of Cn of the form {u+tv : t ∈ (0, 1)}, u, v ∈ Cn. A holomorphic
arc component of ∂D is an equivalence class under the equivalence relation ∼H on ∂D given
by

x ∼H y ⇐⇒ x and y can be joined by a chain of analytic discs lying in ∂D.

Roughly speaking, given a bounded domain D b Cn and a point x ∈ ∂D, the holomorphic
arc component of ∂D containing x is the largest (germ of a) complex-analytic variety lying
in ∂D that contains x. The information that we require about holomorphic boundary
components is:

Result 3.5 ([13], Theorem 6.3). Let D be the realization of a bounded symmetric domain
as a bounded convex balanced domain in Cn.

i) The affine ∂D-components and the holomorphic arc components of ∂D coincide.
ii) A boundary component containing a point x ∈ ∂D is a non-empty open region in

some C-affine subspace of positive dimension passing through x unless x is a maximal
tripotent.

Finally, we mention the following description of the Bergman–Shilov boundary of a
bounded symmetric domain:

Result 3.6 ([13], Theorem 6.5). Let D b Cn be as in Result 3.5. The Bergman–Shilov
boundary of D coincides with each of the following sets:

i) the set of maximal tripotents of Cn with respect to {·, ·, ·}D;



PROPER HOLOMORPHIC MAPS 9

ii) the set of extreme points of D;
iii) the set of points of D having the maximum Euclidean distance from 0 ∈ Cn.

4. Some essential propositions

This section contains several lemmas and propositions — some being simple consequences
of known results, and some requiring substantial work — that will be needed to prove our
theorems. We begin with the following result of Bell:

Result 4.1 ([2], Theorem 2). Suppose f : D1 → D2 is a proper holomorphic map between
bounded circular domains. Suppose further that D2 contains the origin and that the Bergman
kernel K(w, z) associated to D1 is such that for each compact subset G of D1, there is an
open set U = U(G) containing D1 such that K(·, z) extends to be holomorphic on U for
each z ∈ G. Then f extends holomorphically to a neighbourhood of D1.

Now let D be any bounded balanced domain (not necessarily convex) in Cn. If D is not
convex, it will not be a unit ball with respect to some norm on Cn. However, we do have
a function that has the same homogeneity property as a norm, with respect to which D is
the “unit ball”. The function MD : Cn → [0,∞) defined by

MD(z) := inf{t > 0 : z/t ∈ D}

is called the Minkowski functional for D. Assume that the intersection of each complex line
passing through 0 ∈ Cn with ∂D is a circle. Let G be a compact subset of D. Then, as
MD is upper semicontinuous, ∃rG ∈ (0, 1) such that G ⊂ {z ∈ Cn : MD(z) < rG} and the
latter is an open set. Hence z/rG ∈ D ∀z ∈ G. Clearly, rGw ∈ D ∀w ∈ {z ∈ Cn : MD(z) <
1/rG} =: U(G). By our assumptions, D ⊂ U(G). Let KD be the Bergman kernel of D. We
recall that:

KD(w, z) =
∑
ν∈N

ψν(w)ψν(z) ∀(w, z) ∈ D ×D,

where the right-hand side converges absolutely and uniformly on any compact subset of
D × D and {ψν}ν∈N is any complete orthonormal system for the Bergman space of D .
Then — owing to the fact that the collection {Cαzα : α ∈ Nn} (where Cα > 0 are suitable
normalization constants) is a complete orthonormal system for the Bergman space of D —
we can infer two things. First: the functions

φz(w) := KD(rGw, z/rG), w ∈ U(G), (4.1)

are well-defined by power series for each z ∈ G. Secondly:

KD(rGw, z/rG) = KD(w, z) ∀(w, z) ∈ D ×G.

Comparing this with (4.1), we see that each φz extends KD(·, z) holomorphically. In view
of Result 4.1, we have just deduced:

Lemma 4.2. Let f : D1 → D2 be a proper holomorphic map between bounded circular
domains. Suppose D1 and D2 are both balanced. Assume that the intersection of every
complex line passing through 0 with ∂D1 is a circle. Then f extends holomorphically to a
neighbourhood of D1.
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We remark that the above conclusion also follows from a later work [3] of Bell.

Let D be a bounded symmetric domain in Cn. Let (Cn, {·, ·, ·}D) be the Jordan triple
system associated to D (as in other places in this paper, we assume that D is a Harish-
Chandra realization). Let DD and QD be the maps (2.2) for the triple product {·, ·, ·}D.
We define the linear operators BD(x, y) : Cn → Cn:

BD(x, y) := idD −DD(x, y) +Q(x)Q(y), x, y ∈ Cn.

Consider the sesquilinear form (x, y) 7−→ Tr[DD(x, y)] on Cn. It turns out that the positivity
of {·, ·, ·}D is equivalent to the above sesquilinear form being an inner product on Cn; see
[13, Chapter 3]. Furthermore with respect to this inner product, we have:

BD(x, y)∗ = BD(y, x) ∀x, y ∈ Cn.

It is now easy to deduce that BD(a, a) is a self-adjoint, positive semi-definite linear operator.
Consequently, BD(a, a) admits a unique positive semi-definite square root, which we denote

by BD(a, a)1/2. Having made these two definitions, we can state the following useful facts
about the geometry of D.

Result 4.3 ([13], Proposition 9.8; [16], Proposition III.4.1). Let D be the realization of a
bounded symmetric domain as a convex balanced domain in Cn. Fix a point a ∈ D and let

ga(z) := a+ BD(a, a)1/2(idD + DD(z, a))−1(z) ∀z ∈ D.

Then, ga ∈ Aut(D), ga(0) = a, and g′a(z) = BD(a, a)1/2 ◦ BD(z,−a)−1. Furthermore,
g−1
a = g−a.

Various versions of the following lemma have been known for a long time. We refer the
reader to [17, Lemma 15.2.2] for a proof.

Lemma 4.4. Let D be a bounded domain in Cn and let p ∈ ∂D. Assume that there exists
a ball B centered at p and a function h ∈ O(B ∩D) ∩ C(B ∩D;C) such that h(p) = 1 and
|h(z)| < 1 ∀z ∈ B ∩D \ {p}. Let a0 ∈ D and {φk} be a sequence of automorphisms of D
such that φk(a0) −→ p as k → ∞. Then, {φk} converges uniformly on compact subsets of
D to constp — the map that takes the constant value p.

We now state a version of Schwarz’s lemma for convex balanced domains and then a
version of Schwarz’s lemma for irreducible bounded symmetric domains, both of which are
needed in the proof of our Key Lemma (see Section 1).

Result 4.5 ([17], Theorem 8.1.2). Let Ω1 and Ω2 be balanced regions in Cn and Cm re-
spectively, and let F : Ω1 → Ω2 be a holomorphic map. Suppose Ω2 is convex and bounded.
Then:

i) F ′(0) maps Ω1 into Ω2; and
ii) F (rΩ1) ⊆ rΩ2 (0 < r ≤ 1) if F (0) = 0.

Result 4.6 ([21], Théorème 7.4). Let D be an irreducible bounded symmetric domain in
Cn in its Harish-Chandra realization (whence it is the unit ball in Cn for the associated
spectral norm ‖ · ‖). Let F : D → D be a holomorphic map such that F (0) = 0. Assume
that for some non-empty open set U ⊂ D, we have ‖F (z)‖ = ‖z‖ ∀z ∈ U . Then F is an
automorphism of D.
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With these two results, we can now give a proof of our Key Lemma:

The proof of the Key Lemma. Let z ∈ U , and set w := F (z). By hypothesis, F maps ∆z

into D and (F |W1)−1 maps ∆w into D. Applying Result 4.5 to F |∆z and to (F |W1)−1
∣∣
∆w

,

we have ‖F (z)‖ = ‖z‖ for every z ∈ U . Thus by the Schwarz lemma for irreducible bounded
symmetric domains, F is an automorphism of D. �

We now state and prove a technical proposition regarding the invertibility of the op-
erator BD at certain off-diagonal points in ∂D × ∂D, where D is an irreducible bounded
symmetric domain of dimension≥ 2. Here MD,1 denotes the stratum of ∂D described by
Result 3.3. This result and our Key Lemma are the central ingredients in the proof of our
Main Theorem.

Proposition 4.7. Let D be the realization of an irreducible bounded symmetric domain of
dimension n as a bounded convex balanced domain in Cn, n ≥ 2. Let p ∈ ∂D. For each
z0 ∈ MD,1 and each MD,1-open neighbourhood U 3 z0, there exists a point w ∈ U such
that detBD(·, p) is non-zero on the set {ζw : ζ ∈ C, |ζ| = 1}.

Remark 4.8. In the following proof, we argue by assuming that the conclusion above is false.
We can instantly arrive at a contradiction at the point (•) in the proof below if we invoke
results on the fine structure of ∂D; see [11] or [22], for instance. However, we provide
an elementary argument beyond (•) to complete the proof in the hope that appropriate
analogues of the above may be formulated in other contexts.

Proof. Let us denote detBD(z, p) as h(z), where z ∈ Cn. Let us assume that the result is
false. Then, there exists a point z0 ∈MD,1 and anMD,1-open neighbourhood U 3 z0 such
that for each w ∈ U , there exists a ζw ∈ {ζ ∈ C : |ζ| = 1} with h(ζww) = 0. Let q denote
the quotient map q : Cn \ {0} → CPn−1. Also write

Zh := h−1{0}, Z := Zh ∩MD,1.

Our assumption implies that q(Z) contains a non-empty open set V ⊂ CPn−1. Let A :=
{z ∈ Cn : 1− ε < ‖z‖ < 1 + ε}, where ‖ · ‖ denotes the spectral norm relative to which D is
the unit ball, and ε is a fixed number in (0, 1). As V ⊂ q(A), it is easy to see that V can be
covered by finitely many holomorphic coordinate patches (U1, ψ1), . . . , (UM , ψM ) such that
the maps

qj := ψj ◦ q|q−1(Uj)∩A : q−1(Uj) ∩ A → Cn−1

are Lipschitz maps. Since Lipschitz maps cannot increase Hausdorff dimension (see [17,
Proposition 14.4.4], for instance) and dimR(V) = 2n − 2, the preceding discussion shows
that the Hausdorff dimension of Z (and hence the dimension of Z as a real-analytic set) is
2n − 2. As Zh is a complex analytic subvariety, its singular locus is of complex dimension
≤ n− 2. Thus, we can find a point x0 ∈ Z that is a regular point of Zh, and an open ball
B around x0 that is so small that

• MD,1 ∩B is a submanifold of B;
• B ∩ Zh is an (n− 1)-dimensional complex submanifold of B;
• the dimension of B ∩ Z is 2n− 2.

These three facts imply that M := B ∩ Zh ⊂ MD,1. We can deduce this by considering a
local defining function ρB : B → R for MD,1 and observing that, by  Lojasiewicz’s theorem
[12], ρB|M ≡ 0. If D = Bn, we already have a contradiction and, hence, the proof.
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Since MD,1 is a real-analytic submanifold of Cn \
⊔
j≥2MD, j , where MD, j are the

strata of ∂D discussed in Section 3, we can define the Levi-form of MD,1 — denoted by
L(z, V ), z ∈ MD,1, V ∈ Hz(MD,1). A few words about notation: in this proof, we shall
work with the tangent bundle of MD,1 defined extrinsically. So, when referring to vectors
in Tz(MD,1), we shall view them either as real or as complex vectors, as convenient, such
that z + Tz(MD,1) is the hyperplane tangent to MD,1 at z ∈MD,1. In this scheme:

Hz(MD,1) := Tz(MD,1) ∩ iTz(MD,1).

As dimC(M) = n − 1, L(z, ·) ≡ 0 ∀z ∈ M . The curve γ : (−ε, ε) → MD,1 (for ε > 0
suitably small) γ(t) := exp(it)z is transverse to M at z. This is because if γ′(0) = iz were
in Hz(MD,1), then

iγ′(0) = −z ∈ Hz(MD,1) ⊂ Tz(MD,1),

which contradicts the convexity of D. Consequently, for ε0 > 0 sufficiently small, the set
{exp(it)z : t ∈ (−ε0, ε0), z ∈M} contains anMD,1-open neighbourhood of x0. Thus,MD,1

is Levi-flat at x0. As MD,1 is real-analytic, it is a Levi-flat hypersurface.

We shall now show that Levi-flatness of MD,1 leads to a contradiction. Let us pick an
x ∈MD,1. Owing to Levi-flatness, we can find a ball Bx, centered at x, such that

D−x := D ∩Bx, D+
x := Bx \D

are both pseudoconvex. Let nx denote the unit outward normal vector to ∂D at x (x ∈
MD,1). Owing to convexity of D, we can find an ε0 > 0 and a δ0 > 0 such that

Hx(ε0; δ) := x+ δnx + {V ∈ Hx(MD,1) : |V | < ε0} ⊂ D+
x

for each δ ∈ (0, δ0). Here, | · | denotes the Euclidean norm. As Hx(ε0; δ) is a copy of a
complex (n− 1)-dimensional ball and as D+

x is taut — see [7, Proposition 2.1] — it follows
that Hx(ε0; 0) ⊂MD,1. To summarize, MD,1 has the following property:

(•) At each x ∈MD,1, a germ of the set (x+Hx(MD,1)) lies in MD,1.

Let us now pick and fix a point y0 ∈MD,1. Let (z1, . . . , zn) be global holomorphic coordi-
nates in Cn, associated to an appropriate rigid motion of D, such that y0 = (0, . . . , 0), D ⊂
{Rez1 > 0} and Hy0(MD,1) = {z1 = 0} relative to these coordinates. Let W be a non-zero
vector in Hy0(MD,1) and let DW := D ∩ spanC{W,ny0}. Clearly, DW is convex and by (•)
MD,1 ∩ spanC{W,ny0} =:MW has the property that for each point y ∈MW , the germ of

a complex line through y, call it Λy,W , lies inMW . Let us view DW as lying in C2, whence
a portion of MW near (0, 0) can be parametrized by three real variables as follows:

r(t, u, v) = ρ(t) + a(t)(u+ iv), |t| < ε1, |u|, |v| < ε2,

where ρ : (−ε1, ε1)→MW is a smooth curve through (0, 0) such that ρ′(t) is orthogonal to
Λρ(t),W for each t, and a : (−ε1, ε1)→ C2 is such that a(t) is parallel to Λρ(t),W for each t.
For the remainder of this paragraph, n(t, u, v) will denote the inward unit normal to ∂DW

at r(t, u, v), and · will denote the standard inner product on R4. Define the matrix-valued
function Γ : (−ε1, ε1)× (−ε2, ε2)2 → R3×3 by

Γ(τ, U, V ) := Hesst,u,v (r(t, u, v) · n(τ, U, V ))|(t,u,v)=(τ,U,V ) .

The convexity of DW implies that Γ(τ, U, V ) is positive semidefinite at each (τ, U, V ) (recall
that n(τ, U, V ) is the inward normal at r(τ, U, V )). By choosing ε1, ε2 > 0 small enough, we
can ensure that (n2

1 + n2
2)(t, u, v) 6= 0 for every (t, u, v), where we write n = (n1, n2, n3, n4),
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and that a is of the form a(t) = (α(t) + iβ(t), 1). We compute to observe that two of the
principal minors of Γ turn out to be −(n1α

′ + n2β
′)2 and −(n2α

′ − n1β
′)2, which must be

non-negative. This gives us the system of equations

n1α
′ + n2β

′∣∣
(τ,U,V )

= 0

−n1β
′ + n2α

′∣∣
(τ,U,V )

= 0 ∀(τ, U, V ).

By our assumption on n, this implies that α′ = β′ ≡ 0. Restating this geometrically, there is
a smallMW -open neighbourhood of 0 ∈ ∂DW such that, for every y in this neighbourhood,
Λy,W is parallel to the vector W . This holds true for each non-zero W ∈ Hy0(MD,1). Thus,

there is an MD,1-open patch ω 3 y0 such that

x+Hx(MD,1) is parallel to {z1 = 0} for every x ∈ ω. (4.2)

By Result 3.3, MD,1 is connected. Thus, if y0 6= y ∈ MD,1, then y can be joined to
y0 by a chain of MD,1-open patches ω0, . . . , ωN , where ω0 equals the patch ω in (4.2),
ωj−1j ∩ ωj 6= ∅, j = 1, . . . , N , and ωN 3 y. By a standard argument of real-analytic
continuation, we deduce that (4.2) holds with ωN replacing ω (where z1 comes from the
global system of coordinates fixed at the beginning of the previous paragraph). Hence,
x+Hx(MD,1) is parallel to {z1 = 0} for each x ∈MD,1. AsMD,1 is dense in ∂D, and D is
bounded, we can find a ξ ∈ D and a vector W = (W1, . . . ,Wn) with W1 = 0 such that the
ray {ξ + tW ; t ≥ 0} intersects ∂D at a point in MD,1. Then, this ray must be tangential
to MD,1 at the point of intersection, which is absurd as D is convex. Hence, our initial
assumption must be false. �

5. The proof of Theorem 1.1

Before we proceed further, we clarify our notation for the different norms that will be
used in the proof of Theorem 1.1. With D1 and D2 as in Theorem 1.1, ‖ ·‖j will denote the
spectral norms such that Dj is the unit ‖ · ‖j-ball in Cn, j = 1, 2. The Euclidean norm on
Cn will be denoted by | · |. We will also need to impose norms on certain linear operators
on Cn. We shall use the operator norm induced by the Euclidean norm: for a C-linear
operator A on Cn, we set

‖A‖op := sup
|x|=1

|Ax|.

The proof of Theorem 1.1. We shall take D1 and D2 to be Harish-Chandra realizations
of the given bounded symmetric domains. We may assume, composing F with suitable
automorphisms if necessary, that F (0) = 0.

By Lemma 4.2, F extends to a holomorphic map defined on a neighbourhood N of D1.
For simplicity of notation, we shall denote this extension also as F . The complex Jacobian
JacCF is holomorphic on N and JacCF 6≡ 0 on D1. Hence, by the maximum principle,
JacCF 6≡ 0 on ∂D1. By definition, we can find a point p ∈ ∂SD1 such that

sup
D1

|JacCF | = |JacCF (p)| 6= 0.

By the inverse function theorem, we can find a ball B(p, r) ⊂ N such that F |B(p,r) is
injective. Let us write

Ω1 := B(p, r) ∩D1, Ω2 := F (B(p, r)) ∩D2.
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We shall use our Key Lemma (see Section 1, and Section 4 for its proof) to deduce the
result. The regions W1 and W2 of that Lemma will be constructed by applying suitable
automorphisms to Ω1 and Ω2.

Claim. F (p) ∈ ∂SD2.
Suppose F (p) 6∈ ∂SD2. It follows from Result 3.5 and Result 3.6 that there is a vector
V ∈ Cn \ {0} and neighbourhood ω of 0 ∈ C such that ψ(ω) ⊂ F (B(p, r)) ∩ ∂D2, where
ψ : ω 3 ζ 7−→ F (p) + ζV . Next, define

ψ̃ := (F |B(p,r))
−1 ◦ ψ.

Since F |D1 is proper and F |B(p,r) is injective,

F (z) ∈ F (B(p, r)) ∩ ∂D2 ⇐⇒ z ∈ B(p, r) ∩ ∂D1.

Thus ψ̃(ω) ⊂ ∂D1. Furthermore, ψ̃ is non-constant and ψ̃(0) = p. By definition, each

point of ψ̃(ω) \ {p} lies in the holomorphic arc component of ∂D1 containing p. This is
a contradiction since p, being an extreme point, is a one-point affine ∂D1-component and
thus, by Result 3.5, a one-point holomorphic arc component of ∂D1. Hence the claim.

Let us now take a sequence {ak} ⊂ Ω1 such that ak → p, and let bk := F (ak). Let
φ1
k ∈ Aut(D1) denote an automorphism that maps 0 to ak. Let φ2

k ∈ Aut(D2) be an
automorphism that maps 0 to bk. Owing to Result 3.6 and to convexity, we can construct
a peak function for p on D1. Likewise (in view of the last claim) F (p) is a peak point of
D2. By Lemma 4.4, we get:

φjk −→ constpj uniformly on compacts, j = 1, 2, (5.1)

where pj , p1 := p, p2 := F (p).

We now define

Ωk
j := (φjk)

−1(Ωj), j = 1, 2, k ∈ Z+.

Given any r > 0, write rDj := {z ∈ Cn : ‖z‖j < r}, j = 1, 2. By (5.1), there exists a
sequence k1 < k2 < k3 < . . . in Z+ such that

φ1
kν

(
(1− 1/s)D1

)
⊂ Ω1 ∀ν ≥ s, s ∈ Z+.

By (5.1) again, we can extract a sequence of indices ν(1) < ν(2) < ν(3) < . . . such that

φ2
kν(t)

(
(1− 1/s)D2

)
⊂ Ω2 ∀t ≥ s, s ∈ Z+.

In the interests of readability of notation, let us re-index {kν(s)}s∈Z+ as {km}m∈Z+ . Then,
the above can be summarized as:

(∗) With the sequences of maps {φ1
k} ⊂ Aut(D1) and {φ2

k} ⊂ Aut(D2) as described
above, there is a sequence {km}m∈Z+ ⊂ Z+ and a strictly increasing Z+-valued
function ν∗ such that

(1− 1/s)D1 ⊂ Ωkm
1 ∀m ≥ s, s ∈ Z+, (5.2)

(1− 1/ν∗(s))D2 ⊂ Ωkm
2 ∀m ≥ s, s ∈ Z+. (5.3)

Step 1. Analysing the family {(φ2
km

)−1 ◦ F ◦ φ1
km
}m∈Z+

Consider the maps Gm : D1 → D2 defined by

Gm := (φ2
km)−1 ◦ F ◦ φ1

km .
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By Montel’s theorem, and passing to a subsequence and relabelling if necessary, we get a
map G ∈ O(D1;Cn) such that Gm → G uniformly on compact subsets. Let us fix an s ∈ Z+.

By (∗), we infer that ∃Ms ∈ Z+ such that (1−1/s)Dj ⊂ Ωkm
j ∀m ≥Ms, j = 1, 2. Note that

Gm|Ωkm1 is a biholomorphism, whence G′m(0) is invertible for each m. Hence, by the Schwarz

lemma for convex balanced domains (i.e. Result 4.5 above) G′m(0) maps (1 − 1/s)D1 into
D2 and G′m(0)−1 maps (1 − 1/s)D2 into D1 ∀m ≥ Ms. We claim that this implies that
G′(0) is invertible. Suppose not. Then we would find a z0 with ‖z0‖1 = (1− 2/s) such that
G′(0)z0 = 0. Note that G′m(0)→ G′(0) in norm, whence, given any ε > 0, ‖G′m(0)z0‖2 < ε
for every sufficiently large m. If we now choose ε ≤ (1− 2/s)2, we see that

G′m(0)−1 ({‖w‖2 = (1− 2/s)}) 6⊂ D1

for all sufficiently large m. This is a contradiction. Hence the claim.

Now that it is established that G′(0) is invertible, it follows that G′m(0)−1 → G′(0)−1

in norm. Hence, G′(0)−1 maps (1 − 1/s)D2 into D1. Recall that s ∈ Z+ was arbitrarily
chosen and that the function ν∗ in (∗) is strictly increasing. Thus, G′(0)−1 maps D2 into
D1. By construction, G(D1) ⊂ D2. Now, D2 is complete (Kobayashi) hyperbolic. Hence
D2 is taut; see [8]. As G(0) = 0 ∈ D2, G maps D1 to D2. So, the holomorphic map
G′(0)−1 ◦G : D1 → D1 satisfies all the conditions of Cartan’s uniqueness theorem. Thus,

G′(0)−1 ◦G = idD1 ,

which means that G = G′(0)|D1 .

Step 2. Showing that D1 and D2 are biholomorphically equivalent
We have shown in Step 1 that G′(0)−1 maps (1−1/s)D2 into D1. As G′(0) is injective, this
means that G′(0)(D1) contains (1− 1/s)D2 for arbitrarily large s ∈ Z+. Thus G maps D1

onto D2. It follows that D1 is biholomorphic to D2.

It would help to simplify our notation somewhat. By the nature of the argument in
Step 1, it is clear that we can assume that the sequences {ak} ⊂ Ω1 and {bk} ⊂ Ω2 are
so selected that (∗) is true with {km}m∈Z+ = {1, 2, 3, . . . }. Owing to Step 2, we may now
assume D1 = D2 := D. The argument we will make in Step 3 below is valid regardless of
the specific sequence {ak} or {bk}. Hence, in the next three paragraphs following this, the
sequence {Ak} will stand for either {ak} or {bk}, and the point q will stand for either p or

F (p). Also, we will abbreviate φjAk to φk.

Step 3. Producing subsequences of {φk} that converge on “large” subsets of ∂D.
By Result 4.3 we may take φk = gAk , whence

φ′k(z) = BD(Ak, Ak)
1/2 ◦ BD(−z,Ak)−1. (5.4)

In the argument that follows, it is implicit that each φk is defined as a holomorphic map on
some neighbourhood (which depends on φk) of D; see Lemma 4.2. By Proposition 4.7 we
can find a point ξ0 ∈MD,1 such that

detBD(eiθξ0, q) 6= 0 ∀θ ∈ R.

By continuity, there exists a D-open neighbourhood Γ of q, an MD,1-open neighbourhood

W of ξ0, and a D-open set V with the following properties:

(a) z ∈ V =⇒ eiθz ∈ V ∀θ ∈ R;
(b) V ∩ ∂D = S1 ·W ;
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(c) z ∈ V =⇒ tz ∈ V ∀t ∈ [1, 1/‖z‖]
(now ‖ · ‖ is the spectral norm associated to D); such that

detBD(z, w) 6= 0 ∀(z, w) ∈ V × Γ. (5.5)

Here, given a set X ⊂ Cn, S1 ·X stands for the set {eiθx : x ∈ X, θ ∈ R}. Let us call any
pair (V,W ), where V is a D-open set and W is an MD,1-open set, a truncated prism with
base S1 ·W if (V,W ) satisfies properties (a)-(c) above.

We can find V ′ and W ′, with W ′ ⊂W , such that (V ′,W ′) is a truncated prism with base
S1 ·W ′ with the properties:

• V ′ ⊂ V ;
• There exists a δ0 � 1 such that for z1, z2 ∈ V ′, the segment [z1, z2] ⊂ V whenever
|z1 − z2| < δ0.

Owing to holomorphicity and convexity,

φk(z1)− φk(z2) =

∫ 1

0
φ′k (z1 + t(z2 − z1)) (z2 − z1)dt, z1, z2 ∈ D. (5.6)

We can find a K ≡ K(W ) such that, in view of (5.5), {BD(z,Ak) : k ≥ K(W ), z ∈ V } is a
compact family in GL(n,C). Hence, in view of (5.4) (and since {BD(Ak, Ak) : k ∈ Z+} is
a relatively compact family in Cn×n), there exists a constant C > 0 such that

‖φ′k(z)‖op ≤ C ∀z ∈ V , ∀k ≥ K.

By our construction of V ′, and from (5.6), we conclude:

|φk(z1)− φk(z2)| ≤ C|z1 − z2| ∀z1, z2 ∈ V ′, |z1 − z2| < δ0, and ∀k ≥ K.

In short, {φk|V ′} ⊂ C(V ′;C
n) is an equicontinuous family.

By the Arzela-Ascoli theorem, we can find a subsequence of {φk} that converges uniformly
to q on V ′. For simplicity of notation, let us continue to denote this subsequence as {φk}.
Then there exists a K1 ∈ Z+ such that φk(V ′) ⊂ Ω (which denotes either Ω1 or Ω2) ∀k ≥ K1.
Furthermore, we may assume that K1 is so large that, thanks to (∗),

(1− 1/s)D ⊂ φ−1
k (Ω) ∀k ≥ K1,

where s is so large that (1− 1/s)D ∩ V ′ is a non-empty open set. By construction:

z ∈ V ′ ∩D =⇒ ∆z ⊂ (1− 1/s)D ∪ V ′.

Hence ∆z ⊂ φ−1
k (Ω) ∀k ≥ K1. We summarize the content of this paragraph as follows:

(∗∗) Given any truncated prism (V,W ) with base S1 ·W such that BD(z,Ak) 6= 0 on V
for all k sufficiently large, we can find a K1 ∈ Z+ and a truncated prism (V ′,W ′)
with V ′ ⊂ V such that ∆z ⊂ φ−1

k (Ω) for each z ∈ V ′ ∩D and each k ≥ K1.

Step 4. Completing the proof.
By Proposition 4.7 and (∗∗), we can find a truncated prism (V ′,W ′) with base S1 ·W ′ which
has all the properties stated in (∗∗). Let s ∈ Z+ be so large that (1 − 1/s)D ∩ V ′ := U ′

is a non-empty open set. As Gk → G uniformly on U ′ (by Step 1), there exists a point
w0 ∈ G(U ′), K2 ∈ Z+ and a c > 0 such that the ball

B(w0, c) ⊂ G(U ′) ∩Gk(U ′) and B(w0, c) ⊂ Ωk
2 ∀k ≥ K2.
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Write ‖ · ‖ for the spectral norm associated to D. Let R : Cn \ 0 → ∂D be given by
R(w) := w/‖w‖. By Proposition 4.7 and (∗∗), we can find a MD,1-open subset ω2 such
that

ω2 ⊂ R(B(w0, c)),

a truncated prism (V2, ω2) with base S1 · ω2, and a K3 ∈ Z+ such that ∆w ⊂ Ωk
2 for

each w ∈ V2 ∩ D and each k ≥ K3. Let us now set U := G−1
(
R−1(ω2) ∩B(w0, c)

)
, and

K∗ := max(K1,K2,K3). Finally, we set

Wj :=
(
φjK∗

)−1
(Ωj), j = 1, 2,

with the understanding that φ1
k = gak and φ2

k = gbk .

As U ⊂ V ′,∆z ⊂W1 for each z ∈ U . By construction

GK∗(z) ∈ B(w0, c) ⊂W2 ∀z ∈ U.
Finally, by construction, for each z ∈ U , there exists a point wz ∈ ∆GK∗ (z) that belongs to
V2 ∩ D. Thus, ∆GK∗ (z) ⊂ W2. Recall that GK∗ |W1

: W1 → W2 is a biholomorphism and
GK∗(0) = 0. By our Key Lemma, GK∗ , and consequently F , must be a biholomorphism. �

6. The proof of Theorem 1.5

As p is an orbit accumulation point, there is a point a0 ∈ D1 and a sequence {φk} ⊂
Aut(D1) such that φk(a0) → p. Regardless of whether p is a peak point or F (p) is a peak
point, let us denote the relevant peak function as H. Let B denote a small ball centered
at p, with B b U , if p is a peak point, and centered at F (p), with B b F (U), if F (p) is
a peak point. Depending on whether p or F (p) is a peak point, set G := F−1 or G := F ,
respectively. Finally, set

h :=

{
H ◦G|B∩D2

, if p is a peak point,

H ◦G|B∩D1
, if F (p) is a peak point.

By our hypothesis on F , it follows that h satisfies all the conditions required of the function
h in Lemma 4.4 for the appropriate choice of (D, p) depending on whether p or F (p) is a
peak point.

Let us now denote the automorphisms discussed above as φ1
k, k = 1, 2, 3, . . . Then,

using H or the function h constructed above, depending on whether p or F (p) is a peak
point, we deduce by Lemma 4.4 that φ1

k −→ constp uniformly on compact subsets of D1.
Set ak := φ1

k(0). As ak → p, we may assume without loss of generality that ak ∈ U . Let
bk := F (ak), and let φ2

k ∈ Aut(D2) be an automorphism that maps 0 to bk (which is possible
as Aut(D2) acts transitively on D2). Repeating the above argument, φ2

k −→ constF (p)

uniformly on compact subsets of D2. We have arrived at the same result as in (5.1).
Thereafter, if we define

Ωk
j := (φjk)

−1(Ωj), j = 1, 2, k ∈ Z+,

where Ω1 := U and Ω2 := F (U), then, reasoning exactly as in the passage following (5.1),
we deduce that (∗) from Section 5 holds true for our present set-up.

With {km}m∈Z+ as given by (∗), let us define the maps Gm : Ωkm
1 → Ωkm

2 by

Gm := (φ2
km)−1 ◦ F ◦ φ1

km .



18 GAUTAM BHARALI AND JAIKRISHNAN JANARDHANAN

By construction, each Gm is a biholomorphic map. In particular,

Gm(0) = 0, and G′m(0) ∈ GL(n,C). (6.1)

We may assume, owing to (5.1), that the sequences {Ωkm
j }m∈Z+ are increasing sequences. By

Montel’s theorem, and arguing by induction, we can find sequences {Gl,m} and holomorphic

maps Γl : Ωkl
1 → D2 such that:

• {G1,m}m∈Z+ is a subsequence of {Gν}ν∈Z+ and {Gl+1,m}m∈Z+ is a subsequence of
{Gl,ν}ν∈Z+ ;

• Gl,m|Ωkl1
−→ Γl, as m→∞, uniformly on compact subsets of Ωkl

1 ;

for l = 1, 2, 3, . . . Owing to this construction, the rule

Γ(z) := Γl(z) if z ∈ Ωkl
1 ,

gives a well-defined holomorphic map Γ : D1 → D2.

Let us define Hl := Gl,l. Now suppose Γ(D1) ∩ ∂D2 6= ∅. Then, ∃ξ ∈ D1 such that

Γ(ξ) ∈ ∂D2. Let M ∈ Z+ be so large that ΩkM
1 3 ξ. As D2 is a bounded symmetric

domain, it is taut. Thus, by focusing attention on the sequence

{Hl|ΩkM1
: l = M,M + 1,M + 2, . . . } ⊂ O(ΩkM

1 ;D2),

we must conclude, by assumption, that Γ(ΩkM
1 ) ⊂ ∂D2. But, by (6.1), Γ(0) = 0 /∈ ∂D2.

This is a contradiction, from which we infer:

(a) The range of Γ is a subset of D2.

Now observe that, by (∗), we have:

(b) The sequence {Hl : l = s, s+ 1, s+ 2, . . . } converges uniformly to Γ on (1− 1/s)D1,
s ∈ Z+.

(c) H−1
l maps 0 to 0 and (1−1/ν∗(l))D2 into D1 (since dom(H−1

l ) = range(Hl) ⊇ Ωkl
2 ).

In view of (6.1) and the fact that D1 and D2 are balanced, (a)-(c) are precisely the ingredi-
ents required to to repeat the argument in Step 1 of the proof of Theorem 1.1 to infer that
Γ′(0) is invertible, Γ′(0)−1 : D2 → D1 and

Γ′(0)−1 ◦ Γ = idD1 .

Thus, by (a), Γ′(0)(D1) ⊂ D2. One of the consequences of repeating the argument
contained in Step 1 in Section 1.1 is, in view of (c), that Γ′(0)−1 maps (1− 1/ν∗(l))D2 into
D2 for every l ∈ Z+. As ν∗ is strictly increasing and Z+-valued, and as Γ′(0) is injective,
this means that Γ′(0)(D1) contains (1 − 1/s)D2 for arbitrarily large s ∈ Z+, whence Γ′(0)
maps D1 onto D2. Hence, Γ′(0)|D1 is a biholomorphism of D1 onto D2. �
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maines bornés strictement convexes, Indiana Univ. Math. J. 40 (1991), 293-304.
[22] J.A. Wolf, Fine structure of Hermitian symmetric spaces, Symmetric Spaces: Short Courses Presented

at Washington University (W.M. Boothby and G.L. Weiss, eds.), pp. 271-357, Marcel–Dekker, Inc., New
York, 1972.

Department of Mathematics, Indian Institute of Science, Bangalore 560012, India
E-mail address: bharali@math.iisc.ernet.in

Department of Mathematics, Indian Institute of Science, Bangalore 560012, India
E-mail address: jaikrishnan@math.iisc.ernet.in


