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Q1. Controllability. How to drive a nonlinear system from a given
initial state to another prescribed state by the action of some control
during the time interval (0,T ) ?

Q2. Stabilizability. How to maintain a system at an unstable
position, in the presence of perturbation by using some
measurements to estimate the state at each time t , and by using the
estimated state in a control law ?
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Plan of Lecture 1

1. Three models

1.1. The inverted pendulum – A finite dimensional model

1.2. The simple rod inverted pendulum

1.3. The Navier-Stokes equations

1.4. The 1D Burgers equation – A 2D Burgers type equation

2. Feedback stabilization with total and partial information

3. Issues to be solved

4. Notation
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1. Models
1.1. The inverted pendulum

l

u

m

M

The nonlinear system

(M + m)x ′′ + m ` θ′′ cos θ −m `|θ′|2 sin θ = u,

m ` θ′′ + m x ′′ cos θ = m g sin θ.
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M is the mass of the car,

m is the mass of the pendulum,

x(t) is the position of the car at time t ,

θ(t) is the angle between the unstable position and the pendulum
measured clockwise,

u is a force applied to the car. The Lagrange equations read as

d
dt

(
∂L
∂x ′

)
− ∂L
∂x

= u,

d
dt

(
∂L
∂θ′

)
− ∂L
∂θ

= 0,

where the Lagrangian L = T − V , T is the kinetic energy and V is the
potential energy.

L =
1
2

(M + m)|x ′|2 + m ` x ′θ′ cos θ +
1
2

m `2 |θ′|2 −mg` cos θ.
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x ′′ = −mg sin θ cos θ
M + m sin2 θ

+
m`

M + m sin2 θ
|θ′|2 sin θ +

1
M + m sin2 θ

u,

θ′′ = − m
M + m sin2 θ

|θ′|2 sin θ cos θ + g
M + m

M`+ m` sin2 θ
sin θ

− cos θ
M`+ m` sin2 θ

u.

As a first order system, we write

d
dt


x

x ′

θ

θ′

 = F (x , x ′, θ, θ′)+



0

1
M + m sin2 θ

0

− cos θ
M`+ m` sin2 θ


u = F (x , x ′, θ, θ′)+G(θ) u,
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with

F (x , x ′, θ, θ′) =

x ′

−mg sin θ cos θ
M + m sin2 θ

+
m`

M + m
|θ′|2 sin θ

θ′

− m
M + m sin2 θ

|θ′|2 sin θ cos θ + g
M + m

M`+ m` sin2 θ
sin θ


.
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We linearize F about (0,0,0,0), we write

F (x , x ′, θ, θ′) = F (0,0,0,0) + DF (0,0,0,0)


x

x ′

θ

θ′

+ Ñ(θ, θ′),

with F (0,0,0,0) = (0,0,0,0)T and

DF (0,0,0,0) =



0 1 0 0

0 0 −mg
M

0

0 0 0 1

0 0
g(M + m)

M`
0


.
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Similarly
G(θ)u = G(0)u + R̃(θ)u,

with

G(0) =



0

1
M
0

− 1
M`


.
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Setting z = (x , x ′, θ, θ′)T , we have

z ′ = Az + Bu + N(z) + R(z)u, z(0) = z0,

where

A =



0 1 0 0

0 0 −mg
M

0

0 0 0 1

0 0
g(M + m)

M`
0


, B =



0

1
M
0

− 1
M`


,

z0 = (x0, x1, θ0, θ1)T

and the two nonlinear terms N and R obey N(0) = 0 and R(0) = 0.
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1.2. Simple rod inverted pendulum

L

u

m

M

2

The nonlinear system

(M + m)x ′′ + m ` θ′′ cos θ −m `|θ′|2 sin θ = u,

m `2 θ′′ + m` x ′′ cos θ = m `g sin θ,

is replaced by

(M + m)x ′′ + m ` θ′′ cos θ −m `|θ′|2 sin θ = u−kx ′,

(I + m`2)θ′′ + m ` x ′′ cos θ = m `g sin θ−dθ′,

where I is the moment of inertia of the pendulum about the COG, k is
the cart viscous friction coefficient, d is the pendulum viscous friction
coefficient.
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1.3. Fluid flows in a neighbourhood of unstable solutions

•We consider a fluid flow governed by the N.S.E. (w and q are the
volocity and the pressure)

• Given an unstable stationary solution ws.

• Find a boundary control u able to stabilize w exponentially when
w(0) = ws + z0.

We consider two different problems:
- Control of the wake behind a circular cylinder,
- The control of a flow in an open cavity.
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Control of the wake behind an obstacle Re = usD/ν

5 < Re < 50 A fixed pair of vortices

50 < Re < 150 Vortex street
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Flow around a cylinder with an outflow boundary condition

C

Γ
D

N

Γ
e Γ Γ

ΓD

ν
∂z
∂n
− pn = 0 on ΓN

or
σ(z,p)n = ν

(
∇z + (∇z)T

)
n − pn = 0 on ΓN .
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The unstable stationary solution ws of the N.S.E.

−ν∆ws + (ws · ∇)ws +∇qs = 0, in Ω,

div ws = 0 in Ω, ws = us on Γe, + Other B.C. on Γ \ Γe.

The stabilization problem

Find u s.t. ‖w(t)− ws‖Z −→ 0 as t −→∞,

∂w
∂t
− ν∆w + (w · ∇)w +∇q = 0, div w = 0 in Q,

w = us on Σe = Γe × (0,∞), w = Mu on Σc = Γc × (0,∞),

+ Other B.C. on Σ \ (Σe ∪ Σc), w(0) = w0 in Ω.
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Set z = w − ws, p = q − qs. The linearized (resp. nonlinear) equation
is

∂z
∂t
− ν∆z + (ws · ∇)z + (z · ∇)ws + (z · ∇)z +∇p = 0,

div z = 0 in Q, z = Mu on ΣD,

+ Other B.C. on Σ \ (ΣD), z(0) = z0 in Ω .

with
supp M ⊂ Γc .
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1.4.a A simplified model – The 1D Burgers equation

∂w
∂t
− ν ∂

2w
∂x2 + w

∂w
∂x

= fs in (0,1)× (0,∞),

w(0, t) = us + u(t) and ν
∂w
∂x

(1, t) = gs for t ∈ (0,∞),

w(·,0) = w0 in (0,1).

We assume that fs, gs and us are stationary data, and that ws is the
solution to the equation

−ν ws,xx + ws ws,x = fs in (0,1),

ws(0) = us and ν ws,x (1) = gs.

This model is from the mathematical analysis viewpoint very similar to
the N.S.E., because the nonlinear term has the same type of
properties.

The function u is a control variable.
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First notice that w = ws is the unique solution to the dynamical
system

∂w
∂t
− ν ∂

2w
∂x2 + w

∂w
∂x

= fs in (0,1)× (0,∞),

w(0, t) = us and ν
∂w
∂x

(1, t) = gs for t ∈ (0,∞),

w(·,0) = ws in (0,1).

We assume that ws is an unstable solution of this dynamical system.

Starting with the initial condition

w(·,0) = ws + z0 = w0 in (0,1),

the goal is to find a boundary control u such that

‖eωt (ww0,u − ws)‖ ≤ C,

provided that w0 − ws = z0 is small enough.
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We set z = w − ws. The equation satisfied by z is

∂z
∂t
− ν ∂

2z
∂x2 + ws

∂z
∂x

+ z
∂ws

∂x
+ z

∂z
∂x

= 0 in (0,1)× (0,∞),

z(0, t) = u(t) and ν
∂z
∂x

(1, t) = 0 for t ∈ (0,T ),

z(·,0) = w0 − ws = z0 in (0,1).

The linearized model is

∂z
∂t
− ν ∂

2z
∂x2 + ws

∂z
∂x

+ z
∂ws

∂x
= 0 in (0,1)× (0,∞),

z(0, t) = u(t) and ν
∂z
∂x

(1, t) = 0 for t ∈ (0,T ),

z(·,0) = z0 in (0,1).
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As a preliminary step, we are going to study the exponential
stabilization of the heat equation with mixed boundary conditions

∂z
∂t
− ν ∂

2z
∂x2 = 0 in (0,1)× (0,∞),

z(0, t) = u(t) and ν
∂z
∂x

(1, t) = 0 for t ∈ (0,T ),

z(·,0) = z0 in (0,1),

or the exponential stabilization of the heat equation with Dirichlet
boundary conditions

∂z
∂t
− ν ∂

2z
∂x2 = 0 in (0,1)× (0,∞),

z(0, t) = u(t) and z(1, t) = 0 for t ∈ (0,T ),

z(·,0) = z0 in (0,1).
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1.4.b Other models in 2D – A Burgers type equation with D.B.C.

∂w
∂t
−∆w + ∂i (w2) = fs in Q,

w =
∑Nc

i=1 vi gi + gs on Σ, z(0) = z0 in Ω .

Let ws be the stationnary solution to

−∆ws + ∂i (w2
s ) = fs in Ω, ws = gs on Γ .

The L. E. and the nonlinear equation satisfied by z = w − ws are

∂z
∂t
−∆z + 2 ∂iws z + 2 ∂iz ws + ∂i (z2) = 0,

z =
∑Nc

i=1 vi gi on Σ, z(0) = z0 = w0 − ws in Ω .

We can study the corresponding model with mixed boundary
conditions. We shall also sudy the feedback stabilization of the 2D
heat equation.
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2. Feedback stabilization

2.i Representation of systems

• The model of the inverted pendulum can be written in the form

z ′ = Az + Bu + N(z) + R(z)u, z(0) = z0,

where z = (x , x ′, θ, θ′), the two nonlinear terms N and R obey
N(0) = 0, N ′(0) = 0, and R(0) = 0.

• The Burgers eq. can be written in the form

z ′ = Az + Bu + F (z), z(0) = z0,

where z = w − ws, w is the velocity of the instationary flow, while ws
is the stationary solution.
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2.ii. The open loop stabilization problem

For these models, the problem consists in finding a control
u ∈ L2(0,∞; U) such that

‖zz0,u(t)‖Z ≤ Ce−ωt‖z0‖Z , C > 0, ω > 0,

provided that ‖z0‖Z is small enough.

Existence of a stabilizing control. Except for finite dimensional
systems, there is no general result for the stabilizability of nonlinear
systems.

Stabilization of the linearized model. Similar problems can be studied
for the linearized model

z ′ = Az + Bu, z(0) = z0.

If we find a control u ∈ L2(0,∞; U) able to stabilize the linearized
system (e.g. by solving an optimal control problem), there is no
reason that u also stabilizes the nonlinear system.
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2.iii. Stabilization by feedback with full information

One way for finding a control able to stabilize the nonlinear system is
to look for a control stabilizing the linearized system in feedback form.
We look for K ∈ L(Z ,U) such that the system

z ′ = (A + BK )z, z(0) = z0,

is exponentially stable in Z . If we denote by zz0,u the solution to this
closed loop system, and if we set

u(t) = K zz0,u(t),

then u stabilizes the system z ′ = Az + Bu, z(0) = z0. We can expect
that the closed loop nonlinear system

z ′ = Az + BKz + F (z), z(0) = z0,

is locally asymptotically stable around 0.
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The issues

•What are the conditions on (A,B) so that there exists K ∈ L(Z ,U)
for which A + BK is stable ?

• How to determine such operators K ?

• Is this programme useful in pratical applications ?
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2.iv. Stabilization by feedback with partial information

If the feedback K also stabilizes the nonlinear system, by solving

z ′ = Az + BKz + F (z) + µ, z(0) = z0 + µ0,

we know a control u(t) = Kzc`n,z0 (t) stabilizing the nonlinear system.
But in pratice µ0 is not necessarily known, we can also have other
types of uncertainties µ. This is why we have to look for an estimation
ze of the state z in function of measurements, and use the control law
u(t) = K ze(t).

e

NS or Burgers

system
    measures

estimatorK

L

model error noise

zz

u

y
obs0

z
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The complete problem: estimation + feedback control

sensor

sensor

suction/blowing

suction/blowing

Von Karman 

vortex

fluid flow
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The decoupling principle for linear systems

Step 1. Feedback gain. Find K ∈ L(Z ,U) such that A + BK is stable.

Step 2. From the linear noisy model

z ′ = Az + Bu + µ, z(0) = z0 + µ0,

and noisy measurements

yobs(t) = Hz(t) + η(t),

find an estimation ze of z. We shall choose and estimator of the form

z ′e = Az + Bu + L(Hze − yobs), z(0) = z0,

where L ∈ L(Y ,Z ) is such that A + LH is stable.

Step 3. Choose u(t) = Kze(t) as control.

This leads to the following system

z ′ = Az + BKze + µ, z(0) = z0 + µ0,

z ′e = Aze + BKze + L(Hze − yobs), ze(0) = z0,

yobs(t) = Hz(t) + η(t).
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We are going to see that the feedback gain K and the filtering gain L
may be obtained by solving two Algebraic Riccati equations.
——————————————————————————————–
Theorem. If the pair (A,B) is stabilizable, and if there is no
eigenvalue of A on the imaginary axis, and C ∈ L(Z ,Y ), then the
following (ARE) admits a unique solution

(ARE)
P ∈ L(Z ), A∗P + PA− PBB∗P + C∗C = 0,

P = P∗ ≥ 0, A− BB∗P is stable.

In particular, setting K = −B∗P, then A + BK is stable.
——————————————————————————————–
——————————————————————————————–
Theorem. Let Qµ ∈ L(Z ), Qµ = Q∗µ ≥ 0, Rη ∈ L(Yo), Rη = R∗η ≥ 0. If
the pair (A,H) is detectable, if there is no eigenvalue of A on the
imaginary axis, then the following (ARE)e admits a unique solution

(ARE)e

Pe ∈ L(Z ), Pe = P∗e ≥ 0,

PeA∗ + APe − PeH∗R−1
η HPe + Qµ = 0,

A− PeH∗R−1
η H is stable.

In particular, setting L = −PeH∗R−1
η , A + LH is stable.

——————————————————————————————–
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Moreover the system

z ′ = Az + BKze + µ, z(0) = z0 + µ0,

z ′e = Aze + BKze + L(Hze − yobs), ze(0) = z0,

yobs(t) = Hz(t) + η(t),

can be written in the form(
z ′

z ′e

)
=

(
A BK

−LH A + BK + LH

)(
z

ze

)
+

(
µ

0

)
,

(
z(0)

ze(0)

)
=

(
z0 + µ0

z0

)
,

and the operator

A =

(
A BK

−LH A + BK + LH

)

is stable.
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3. Issues to be solved

3.1. Issues to be solved for F.D.S.

• To find when a linear finite dimensional system is stabilizable, when
it is detectable.

• To find feedback gains for stabilizable linear finite dimensional
systems.

• To find filtering gains for detectable linear finite dimensional
systems.

• To couple the feedback and filtering gains for linear finite
dimensional systems which are both stabilizable and detectable.

• To find ’the best linear strategy’ efficient enough to stabilize locally a
nonlinear system in the case of partial information.
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3.2. Issues to be solved for I.D.S.

• To write a linear PDE with a boundary (or a distributed) control and
a boundary (or a distributed) observation as a linear controlled
system in order to adapt the study of stabilizability and detectablity
from FDS to IDS.

• To find feedback and filtering gains for infinite dimensional systems.

• To calculate numerically feedback and filtering gains for infinite
dimensional systems
- either by approximating the PDE by a numerical scheme (e.g. a
FEM for the space discretization) and by finding the feedback and
filtering gains for the corresponding approximate finite dimensional
system,
- or by approximating directly the feedback and filtering gains of the
infinite dimensional system.
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The first strategy ’first approximate and next control’ is not always
usable, because, after discretization, the size of the state variable
may be between 10000 and more than 100000.
- The algorithms for finding feedback and filtering gains cannot be
used in that case.
- Even if we can find feedback and filtering gains for large size
problem, for a practical use the estimator must be of small size.

This is why we need to develop new reduction strategy for control
problems.
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4. Notation

4.1. Notation for F.D.S.

The controlled system

z ′ = Az + Bu, z(0) = z0,

with either A ∈ Rn×n, B ∈ Rn×m, z(t) ∈ Rn = Z , u(t) ∈ Rm = U,

or A ∈ Cn×n, B ∈ Cn×m, z(t) ∈ Cn = Z , u(t) ∈ Cm = U.

Diagonalisation and shift

z ′ = Az + Bu
ẑ(t) = eωtz(t)

−→
û(t) = eωtu(t)

ẑ ′ = Aω ẑ + Bû
Aω = A + ωI

↓
diagonalisation

z = Σ ζ
↓

↓
diagonalisation

ẑ = Σ ζ̂
↓

ζ ′ = Λζ + Bu
Λ = Σ−1AΣ, B = Σ−1B −→ ζ̂ ′ = Λω ζ̂ + Bû

Λω = Σ−1AωΣ
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Projection and shift

z ′ = Az + Bu −→ ẑ ′ = Aω ẑ + Bû
Aω = A + ωI

↓
Projection via
Z = Zu ⊕ Zs

↓

↓
Projection via

Z = Zω,u ⊕ Zω,s
↓

z ′u = Auzu + Buu
z ′s = Aszs + Bsu −→ z ′ω,u = Aω,uzω,u + Bω,uu

z ′ω,s = Aω,szω,s + Bω,su

or

ζ ′ = Λζ + Bu −→ ζ̂ ′ = Λω ζ̂ + Bû
Λω = Σ−1AωΣ

↓
Projection via

Σ−1Z = (Σ−1Z )u ⊕ (Σ−1Z )s
↓

↓
Projection via

Σ−1Z = (Σ−1Z )ω,u ⊕ (Σ−1Z )ω,s
↓

ζ ′u = Λuζu + Buu
ζ ′s = Λsζs + Bsu −→ ζ ′ω,u = Λω,uζω,u + Bω,uu

ζ ′ω,s = Λω,sζω,s + Bω,su
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4.2. Notation for I.D.S.

Diagonalisation and approximation

z ′ = Az + Bu
F.E.
−→

approximation

Ez′ = Az + Bu

A ∈ RNΩ×NΩ , B ∈ RNΩ×NΓc

↓
diagonalisation

Aξ = λξ
↓

↓
diagonalisation

Aξ = λEξ
↓

ζ ′ = Λζ + Bu −→ ζ′ = Λζ + Bu
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