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EXISTENCE AND UNIQUENESS OF THE DETERMINANT

Here are some notes on the existence and uniqueness of the determinant function, which
serve to summarise what we have seen in the past few lectures.

Definition 1. A matrix A is said to be in reduced row echelon form (RREF) if it
satisfies the following properties:
(1) If A has one or more rows of zeros, these rows must occur at the bottom.
(2) In any nonzero row, the leftmost nonzero entry must be 1; this is called the pivot
of the row.
(3) In the column containing a pivot entry 1, every other entry is zero.
(4) The pivot entry 1 in a nonzero row occurs strictly to the right of the pivot entry 1
in the row above it.
We will also say that a matrix A is in reduced column echelon form (RCEF) if the

columns of A satisfy analogous axioms to above — equivalently, a simpler way to say this is
to ask that A” be in RREF.

For example, the identity and zero matrices are in RREF and also in RCEF; and the
matrix

A=

O O =
o O R
o = O

0
0
1

is also in RREF for any scalar a, but not in RCEF (even if a = 0 — why not?).
Here are some basic properties of RREF and RCEF, which you will again see if you take
the linear algebra course next year:

Proposition 2 (Basic properties of RREF / RCEF). Let Axrn be any matriz (with entries
in some field F).

(1) The row space and column space of A have the same dimension. In other words,
the row rank and column rank of A are equal.
(2) There exists a unique matriv A in RREF, into which A can be converted by a
sequence of row operations (i.e. via row-reduction, or Gauss—Jordan elimination).
(By starting with A and applying this fact to AT, and then again taking transpose
at the end, we obtain the analogous result for column operations:)
There is a unique matriz in RCEF into which A can be converted.
(3) If the rows of A are linearly dependent, the RREF A will have a zero row at the
bottom. Similarly for the case of dependent columns.
(4) If the matriz A is square, and the rows — or columns — of A are linearly independent,
then the RREF and RCEF of A both equal the identity matriz.

We will require another result, this time on the interplay between column operations,
their ‘inverse operations’, and their effects on the determinant:



Proposition 3. There are three types of column operations that we will carry out on a
square matrix:

(1) One can rescale a particular column by a nonzero scalar o. This multiplies the
matriz determinant by «. The ‘tnverse operation’ is to rescale the same column by
a~t € F - and this multiplies the matriz determinant by the reciprocal scalar o',

(2) One can interchange two columns. This multiplies the matrixz determinant by —1.
The ‘inverse operation’ is to repeat the same swap of columns — and this multiplies
the matriz determinant by the reciprocal scalar (—1)~! = —1.

(3) One can add « times the ith row to the jth row. This multiplies the matriz de-
terminant by 1 (i.e., leaves the determinant unchanged). The ‘inverse operation’ is
to subtract o times the ith row from the jth row — and this multiplies the matriz

determinant by 171 = 1.

With these preliminaries, we are ready for the result we proved in an ‘exciting finish’ to
yesterday’s class:

Theorem 4. Given an integer n > 1 and a field F, there is a unique function — called the
determinant — which sends every square n X n matriz with entries in F to a scalar in F,
and which satisfies the four ‘column-axioms’ for the determinant map.

In proving this result, we will freely make use of the ‘basic properties of determinants’
that we have proved in class.

Proof. Let A be an n x n matrix. First — we have already shown that if the columns of A
are linearly dependent then det(A) = 0, and this is the only possible value of det(A).

Thus, we will assume henceforth that A is a square matrix with linearly independent
columns — in particular, there is (at least) one sequence of columns operations that sends
A to its RCEF, which is the identity matrix Id,. Let us label these column operations as
Op1,...,Opg, that is:

AOPy A, O g, 9Py OPst g OPK A RCEF(A) = 1d.
For each 1 < i < k, let the nonzero scalar corresponding to Op; be «;. In other words,
det(Op1(A)) = ay - det(A), det(Op;i(Ai—1)) = a - det(A;—1), Vi > 1.
Then by Proposition |3} the scalar corresponding to the ‘inverse column operation’ (Op;)~*
is precisely ai_l. Now,
det(Id) = 1 by the axioms.
Apply (Opg)~! and use the axioms of the determinant to get:
det(Ap_1) = a; ' - detId = O}k
Next, apply (Opi_1)~! and use the axioms to get:

1

det(A;_o) =a; ', -detA,_; = )
et(Agp—2) = oy - det Ay P




Continuing this way (by induction), we finally get:

det(A) = — - det(A)= — 1
Q2063 - - - O Q1o - O

Thus, from just the knowledge of det(Id) and the axioms+basic properties of the de-
terminant, we obtained det(A) for any square matrix. This proves the existence of a
determinant function.

To prove uniqueness: what we showed above was that if an invertible matrix A can be
reduced via a specific sequence of column operations to its RCEF = Id, then this uniquely
determines det(A) by the above calculations. Thus, we have to show that if we have two
different sequences of column operations that each reduces A to Id, then the associated
values of det(A) are the same.

So: suppose

Opj—
A9 4, O30, O Ot g 9P AL RCEF(A) = 1d,
Op), Op! Opt, Op|_ Op)
A g g, g TP B~ RCEF(A) = Id.
are two different sets of column operations which send A to Id. Let Op; be associated to
the nonzero constant «;, and Op;- be associated to the nonzero constant 3;. Then by the
same reasoning as above, we have two formulas:

1 1
det(4) = ———,  det(4) = ——,
()= —— (W)= 35—
and so we must prove that a1 ---ap = f1--- .

To do so, we once more carry out the reverse column operations

Id— A4 — - — A —— A

to obtain: )
det(A) = ——.
al e ak
Next, we further perform the column operations Op, ..., Op] sequentially on A, and get
back to Id. Check for yourselves that the determinant continues to get multiplied by the
constants 1, B2, ..., in that order. Thus, we have
detTd = 1= PPt

It follows that oy ---ay = 51 --- ;. This proves that det(A) takes a unique value for every
square matrix A. O



	Existence and uniqueness of the determinant

