
HOMEWORK 7: DUE 7TH APR

SUBMIT THE FIRST FOUR PROBLEMS ONLY

1. Let Xn, X be random variables on a common probability space.

(1) If Xn
P→ X, show that some subsequence Xnk

a.s.→ X.

(2) If every subsequence of Xn has a further subsequence that converges almost
surely to X, show that Xn

P→ X.

2. Let {Xi}i∈I be a family of r.v on (Ω,F ,P).

(1) If {Xi}i∈I is uniformly integrable, then show that supi E|Xi| < ∞. Give a coun-
terexample to the converse statement.

(2) Suppose h : R+ → R+ is a non-decreasing function that goes to infinity and
supi E[|Xi|h(|Xi|)] < ∞. Show that {Xi}i∈I is uniformly integrable. In particular, if
supi E[|Xi|p] <∞ for some p > 1, then {Xi} is uniformly integrable.

3. Let Xn be i.i.d. N(0, 1) random variables. Show that Sn√
n log n

a.s.→ 0. [Hint: If ξ ∼ N(0, 1),

then P{ξ > t} ≤ e−t2/2 for t ≥ 1. Prove this fact and use it.]

4. Let Xn be i.i.d. random variables.

(1) If E[|X1|] <∞, then show that 1
nXn

P→ 0.

(2) Give example such that E[|X1|] <∞ but 1
nXn does not converge to 0 almost surely.

(3) Give example such that E[|X1|] =∞ and 1
nXn does not converge to 0 in probability.

[Hint: Relate integrability of |X| to the convergence of
∑

n P{|X| > n}].

———————xxxxxxxxxxxxxxxxxxx———————–
Do not submit the following problems but recommended to try them or at least read them!

———————xxxxxxxxxxxxxxxxxxx———————–

5. Let Xn, Yn, X, Y be random variables on a common probability space.

(1) If Xn
P→ X and Yn

P→ Y (all r.v.s on the same probability space), show that aXn +
bYn

P→ aX + bY and XnYn
P→ XY . [Hint: You could try showing more generally that

f(Xn, Yn)→ f(X, Y ) for any continuous f : R2 → R.]

(2) If Xn
P→ X and Yn

d→ Y (all on the same probability space), then show that XnYn
d→

XY .
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6. Let Xn, Yn, X, Y be random variables on a common probability space.

(1) Suppose that Xn is independent of Yn for each n (no assumptions about indepen-
dence across n). If Xn

d→ X and Yn
d→ Y , then (Xn, Yn) d→ (U, V ) where U

d= X,
V

d= Y and U, V are independent. Further, aXn + bYn
d→ aU + bV .

(2) Give counterexample to show that the previous statement is false if the assump-
tion of independence of Xn and Yn is dropped.

7. (1) (Skorokhod’s representation theorem) If Xn
d→ X, then show that there is

a probability space with random variables Yn, Y such that Yn
d= Xn and Y

d= X

and Yn
a.s.→ Y . [Hint: Try to construct Yn, Y on the canonical probability space

([0, 1],B, µ)]

(2) If Xn
d→ X, and f : R → R is continuous, show that f(Xn) d→ f(X). [Hint: Use the

first part]

8. Let Xi be i.i.d. Cauchy random variables with density 1
π(1+t2) . Show that 1

nSn fails the
weak law of large numbers by completing the following steps.

(1) Show that tP{|X1| > t}→ c for some constant c.

(2) Show that if δ > 0 is small enough, then P{| 1
n−1Sn−1| ≥ δ} + P{| 1

n−1Sn−1| ≥ δ} does
not go to 0 as n→∞ [Hint: Consider the possibility that |Xn| > 2δn].

(3) Conclude that 1
nSn

P→ 0. [Extra: With a little more effort, you can try showing that

there do not exist deterministic numbers an such that 1
nSn − an

P→ 0].
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