
MIDTERM 2: PROBABILITY THEORY

29TH MARCH, 10AM-12:30PM
MAXIMUM MARKS: 50, DURATION: 150 MINUTES

Note: Give all justifications but write succinctly and legibly. Ask questions only if there is
an ambiguity in the question and not to verify your answers.

1. (10 marks). Suppose Xn are pairwise independent (but not necessarily identically
distributed) random variables on a common probability space. Assume that E[Xn] = 0
for all n and that |Xn| ≤M a.s. for all n for some finite number M . Let Sn = X1 + . . . + Xn.
Show that P{| 1nSn| ≥ δ}→ 0 for every δ > 0.

2. (5 x 4 marks). Declare whether the following statements are true or false and provide
proofs or counterexamples accordingly.

(1) Let f : [0, 1] → [0, 1] be a Borel measurable function. Define its graph as Gf =
{(x, f(x)) : x ∈ [0, 1]}. Then, λ2(Gf ) = 0, where λ2 is the Lebesgue measure on R2.

(2) If µ ∈ P(R) is absolutely continuous to Lebesgue measure on R, then Fµ must be
continuous.

(3) If Xi are independent random variables and Tn =
∑n

k=1
Xk
n−k . Then, lim supTn must

be constant, almost surely.

(4) If Xn are i.i.d. random variables, then 1
nXn

a.s.→ 0.

3. (10 marks). A box has n coupons labelled 1, 2, . . . , n. Coupons are drawn at random
and with replacement from the box. Let Tn be the number of draws till at least 99% of
coupons have been seen at least once. Show that (1) E[Tn] ∼ Cn for some constant C

and (2) Var(Tn) = O(1).

4. (10 marks). Suppose Xn are independent random variables and Xn ∼ Exp(λn). Show
that the series

∑
n Xn converges almost surely if and only if

∑
n

1
λn

is finite.

5. (5 marks). Let X, Y be i.i.d. random variables. If P(X = a) = 0 for all a ∈ R, then
P(X = Y ) = 0.
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