Prof. D. P.Patil, Department of Mathematics, Indian Institute of Science, Bangalore August-December 2003
MA-219 Linear Algebra
2. Vector spaces — Subspaces
August 18, 2003 ; Submit solutions before 11:00AM ; August 25, 2003.

Let K denote either the fiel& of real numbers or the fiel@ of complex numbers.

2.1. a). Let V be a vector space over a field and }ebe any set with a bijectiorf : X — V.
Then X has akK -vector space structure witfi~1(0) as a zero element and fare K, x, y € X,
x+yi=fHf@+ f() andax == f~H(af (x).

b). Let X be any set. Then the set-ricf(X), A, N) of X (see exercise 1.5) has a natural structure
of a vector space over the fielh.  (Hint: The mapP(X) — Z3 defined byA — e, is a bijective,
wheree, denote the indicator function of. See exercise T1.1.)

2.2. Let V be a vector space over a field with a field with |K| > » and letVs,...,V, be
K-subspaces df. If V; # V forevery 1< i < n then show that; UV, U--- UV, # V. Show
by an example that the conditioik| > n is necessary.  (Hint: By induction onn, assume that
ViUVoU---UV, 1 # V. Choosex € V, withx € V4 U-.-UV,_1andy € V with y & V,. Now consider
the set{ax + y | a € K} which has atleast distinct elements.)

2.3. Let K be afield and lef be an index set.

a). The set of all functionsf : I — K with finite image i.e. f (1) is a finite subset oK, is a
K -subspace of the vector spaké.

b). The set of all functiony : I — K with countable image i.ef (1) is a countable subset &f,
is a K -subspace of the vector spaké.

c). The set & (/) bounded functiong : I — K is aK-subspace oK.

d). The setW, (resp.W,) of all even (resp. odd) function$ R — K is aKK-subspaces dk¥.
Further, show thaw, N W, = 0 andw, + W, = K%,

e). The set of all functionsf :C— C with lim f(z) = 0 is aC-subspace of the vector space
7—>0Q0
of all C-valued functions oitC.

2.4. For subspace#/, U’, W, W’ of a vector spac& over a fieldK, show that :

a). The subseV \ (U \ W) is asubspace df ifandonlyif U =V or U C W.

b) U+U' NW)CU+U)NWU+W).

). UNnU' +W)D2WUNU)Y+UNW).

d). (Modular law) U+ U NW)=U"NU+W).

e). SupposethaU NW =U'NW'. ThenU = U+ WNU))NU+WNW)).

2.5. Let K be afield and leK [ X] be the set of polynomials with coefficients k. Let & denote
the (evaluation) mapb : K[X] — KX defined byF(X) > (a — F(a)). Show that

a). @ isinjective if and only ifK is not finite. (Hint: Use T2.3-b)-(3))

b). & is surjective if and only ifK is finite. (Hint: RemembePolynomial interpolatioh See T2.5)

On the other side one can see (simple) test-exercises ; their solutions need not be submitted.

1) Afunction f : R — K is called even if f(—x) = f(x) forall x € R and is called odd if
f(—=x)=—f(x) forall x e R.
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Test-Exercises

T2.1. LetV be a vector space over a fiekd
a). (General Distributive law) Foarbitrary finite familiess; ,i € I, in K andx;, j € J,inV,

show that
(o) (Tx)= 2 ax.
iel jeJ (i,j)elxJ
b). (Sign Rules) For arbitrary elementsbh € K and arbitrary vectors, y € V. Prove that:
1) 0-x=a-0=0. (2) a(—x) = (—a)x = —(ax). B (—a)(—x) =ax.
4 a(x—y)=ax —ay and (a — b)x =ax — bx.
c). (Cancellation Rule) Let € K andletx € V. If ax = 0 thena =0 orx = 0.

T2.2. Recall the conceptsonvergent sequenceull- sequenceCauchy sequengbounded sequenand
limit point of a sequence?)

a). Let (R")conv (respectively, R™)nuir, (R™)cauchy, (R™)bdd, RM)ipt, (RY)const) denote the set of all
convergent (respectively, null-sequences, Cauchy sequences, bounded sequences, sequences with exactly
one limit point). Which of these are subspaces ofRheector spaceR" of all sequences of real numbers?

b). Verify the inclusions and equalities in the following diagram :

RY > (R™)pdd

Ul Ul
Rpt 2 RNt N (R pad = RN cauchy= RY)conv 2 (R™)const
Ul
(RN)nuII
c). Letl C R be aninterval and lely, ..., a,_1 be complex valued continuous functions bnThe set of

all functions y e Cg.(I) satisfying the (homogeneous linear) differential equation
Y +a, 1y" 4+ a1y +agy =0
is aC-subspace of &X1) .
T2.3. a). (Division algorithm for polynomials) Let# andG be polynomials over a

coomutative ringA . Suppose that # 0 and the leading coefficient @f is a unitinA. Then there exist
unique polynomialg? andR over A such that

F=0Q0G+ R and deqR < degG .

2) A sequencéx,) = (x,).en Of elements ofK is calledconvergent (irfk) if there exists an element
x € K which satisfy the following property : For every positive (however small) real numleeR there
exists a natural numbef € N such thatx, — x| < ¢ for all natural numbera > ng. This element is
uniquely determined by the sequen@g) and is called thdimit of the sequencex,) ; usually denoted
by limx, = Iirrgo x, . If x is the limit of (x,), then this is also shortly written as

X, — x 0Or x, Z.: X
and say thafx,) converges toc. The sequence,) converges ta if and only if the sequencer, — x)
converges to 0. A convergent sequence with limit O is calledld|-sequence. Aequence that is not
convergent is called diveyent.

A sequencéx,) = (x,).ey Of elements oK is calledbounded sequencetliere exists an elemest
in R such that|x,| < S forall n € N.

A sequencéx,) = (x,),ey Of elements oK is called aCauchy sequence if for evetye R, ¢ > 0,
there exists a natural numbef € N |x,, — x,,| < ¢ for all natural numbersn, n > ng.

An elementr € Kiscalledalimit point of thesequencéx,) = (x,),.en Of elements oK if it is a limit
point of the sefx, | n € N}, i.e. every (however small) neighbourboodvofontain infinitely many terms
of the sequence.
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Inparticular, ifa € A, thenF = F(a) + Q(X — a), where(Q is a polynomial overd. We say that: € A is
a zero ofF if F(a) = 0. Thereforex € A is a zero ofF if and only if X — a divide F (in A[X]).

b). Let A be an integral domain and I&t e A[X], F # 0 be a polynomial of degre¢in indeterminatex
overA. Then

(1) F has atmosti zerosinA.

(2) F is uniquely determined by its values s+ 1 distinct elements off, wherem > d .

(3) How many zeros the polynomial® + X has in the ringZ,?
(4) The polynomialX3+ X%+ X +1 in Z4[X] is amultiple ofX + 1 andX + 3, but not of(X + 1)(X +3).

T2.4. (Horner’s scheme) Lek be afield and letF = ag+a1X +---+a,X" € K[X]. To compute
the value ofF at a pointz one can apply the well-knowH orner’s scheme . Fahis define a sequence
of polynomials recursively as follows :

Fo.=a,

Fi1=XFy+a,_1=a,X+a,1

Fpi=XFi+a, 2=a,X>+a, 1X+ - +a,2
F,'=Xfi1+ao=a,X"+a, 1 X" '+ - +aX +ao=F.

These polynomials are called theuffini’s polynomials corresponding toF. The values
Fo(a), ..., F,(a) can be easily computed one after the another by using the division algorittim-by.
Then F = Q- (X —a) + F(a) where Q = Fo(@)X" 1+ Fi(@)X" 2+ ---+ F,_1(a), F(a) = F,(a).
With this process also one can easily compute all coefficignits the Taylor's expansion

F=by+b1(X—a)+---+b,(X —a)', bo= F(a),

for this one has to repeat the above process for the polyna@iiadtead ofF and hencé; = Q(a), and so
on. For example, the polynomial = 2X°3 + 2X? — X + 1 anda = —2 we have the following scheme::

12 2-1 1
—22 =2 3 =5(=ho)
—2|2 -6 15=by)
—2| 2 —10(= b)
=2 | 2(= b3)

ThereforeF = 2(X +2)3 —10(X +2)2+ 15X +2) — 5.

T2.5. (Polynomial interpolation) Le# be anintegral domain and let € N. The existence of a
polynomial f € A[X] of degree< m which has givem: + 1 values (inA) at distinctn + 1 places is called
an interpolation problem. Wsghall only consider the case when= K is a field.®)

a). (Lagrange’s interpolation formula) Lep,...,a, € K bedistinctand leko, ...,b, € K
be given. Then
m bi
fi= o 1_[ (X —aj), ¢ == 1_[ (ai —aj)
i= jel0,...mN\{i} jel0,...mN\{i}

is the unique polynomial (by T2.3-b)-(2)) of degrgen such thatf (a;) = b, foralli =0, ..., m.

b). (Newton’s interpolation) Letfo =1, f1 := X —aq, fo .= (X —ap)(X —ai1),..., fn i=
(X —ap)--- (X —an-1). Then, sincef;(a;) # 0, we can recursively find the coefficients, ..., «, € K
such that

Y aifi|@)=b.0<r<m.

j=0

The polynomialsz;zO «; f; have degree: r and value$; at the points;; foralli =0, ..., m.

3) Let A be an integral domainu, ..., a, € A be distinct and leby, ..., b, € A be given. Then we can
construct (by using the Newton’s interpolation) an interpolation polynomial over the quotienkfielcA
by the above recursion process. This polynomial has coefficiedts end only ifa, . .., o, € A (proof!).
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T2.6. (Rational functions in one variable over a field) LEtbe a field. The quotient
of two polynomials ovelk are called therational functions in one variableX over K.
Therefore a rational function in one variabteover K is of the formF /G with F, G € K[X]. The set of
rational function in one variabl& overK is denoted byK (X) .

a). Sum and product of rational functions are again rational functions al X0 is a vector space over
K andK[X] is a K -subspace oK (X). Further,K (X) this is a field, this field") is called therational
function field in one variableX over K.

b). Everyrational functior¥ /G in one indeterminat& overk can also be represented@sG = Q0+ R/ G,
whereQ andR are polynomials ovek with degR < degG .

c). (Partial fraction decomposition) LétandG be polynomials oveK with degF < degG
andF = (X —ap)"--- (X —a,)", a; # «; fori # j, n; € N*. Then there exists a unique representation

F 11 12 A1nq o1 o2 Cyp,
"X e X a2 T T X ey

G X—ap  X—a2 T X—ap1
WithaikEK,i:l,...,r;k:l,...,ni.

4) In fact thequotient fieldof the integral domairk [ X].
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