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- Theorem: Every smooth manifold (with or without boundary) admits a Riemannian metric.
- Proof: Cover the manifold by coordinate charts $\left(U_{\alpha}, x_{\alpha}\right)$. Consider a partition-of-unity $\rho_{\alpha}$ subordinate to this cover. Now take the locally defined Riemannian metric $g_{\alpha}=d x_{\alpha}^{1} \otimes d x_{\alpha}^{1}+\ldots+d x_{\alpha}^{n} \otimes d x_{\alpha}^{n}$ and define $g=\sum_{\alpha} \rho_{\alpha} g_{\alpha}$. This sum gives a well-defined smooth covariant symmetric 2-tensor. It is positive-definite because at least one of the $\rho_{\alpha}$ is non-zero at every point.
- Using Riemannian metrics, one can measure distances and so on. One can also define the notion of an isomorphism in this category (Isometry).
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- If $I$ has a repeated index, $\epsilon^{I}=0$ (why?).
- If $J=I_{\sigma}$, then $\epsilon^{\prime}=\operatorname{sgn}(\sigma) \epsilon^{J}$ (why?).
- $\epsilon^{\prime}\left(e_{j_{1}}, \ldots, e_{j_{k}}\right)=\delta_{J}^{\prime}$ (why?).
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