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- We can define the wedge product of forms. Moreover, functions are treated as 0 -forms. $f \wedge \eta=f \eta$ if $f$ is a function.
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- $F^{*}(\omega \wedge \eta)=F^{*} \omega \wedge F^{*} \eta$ (why?)
- Using this property, we can calculate pullbacks for several examples.
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## Pullback for top-forms

- Suppose $\omega=f d y^{1} \ldots d y^{n}$, then $F^{*} \omega=F * f d F^{1} \ldots d F^{n}$, which when acted on $\frac{\partial}{\partial x^{1}}, \ldots$ is $F^{f} \operatorname{det}\left(\frac{\partial F^{i}}{\partial x^{j}}\right) d x^{1} \ldots d x^{n}$.
- In particular, $d \tilde{x}^{1} \wedge \ldots=\operatorname{det}\left(\frac{\partial \tilde{x}^{i}}{\partial x^{j}}\right) d x^{1} \wedge \ldots$.

