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- Defined open balls, interior points, and open sets. Gave examples and non-examples.
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\begin{aligned}
& |f(x, y)-L|<\frac{1}{100} \text { when } 0<\|(x, y)\|<\delta \text {. Thus if } y=x \text { or } \\
& y=2 x \text { and } 0<|x|<\frac{\delta}{\sqrt{5}} \text {, then }|f(x, y)-L|<\frac{1}{100} \text {. }
\end{aligned}
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