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- We agreed that calculating $M^{n}$ where $M$ is a square matrix is important (for Fibonacci sequences and Markov chains for instance).
- We observed that if $M$ is similar to a diagonal matrix we are "done".
- We defined the eigenvalues and eigenvectors of $T: V \rightarrow V$. Likewise for a matrix. We defined diagonalisability.
- Gave examples. Saw that these notions depend on the field and on the matrix. In particular, not everything is diagonalisable!
- Proved that eigenvalues are roots of the characteristic polynomial, $\operatorname{det}(\lambda I-T)$ that lie in $\mathbb{F}$.
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- Firstly, not every real polynomial has real roots!
- However, it is an important result that every complex polynomial has at least one complex root. (The fundamental theorem of algebra.) Moreover, if it has degree $n$ then counting roots with multiplicity, there are exactly $n$ roots.
- Thus every complex matrix has $n$ complex eigenvalues when counted with multiplicity.
- Assume from now that every vector space is over $\mathbb{C}$ and so is every matrix.
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- Hence $T$ is NOT diagonalisable.

