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- Every complex $n \times n$ matrix has $n$ eigenvalues when counted with multiplicity.
- Proved that $n \times n$ complex matrices with $n$ distinct eigenvalues is diagonalisable.
- Defined trace as a tool along with the determinant to prove that two matrices are not similar. (Also proved that similar matrices have the same eigenvalues.)
- Did examples of eigenvalues and eigenspaces.
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- When are the eigenvalues of a complex matrix real?
- Just by looking at certain kinds of matrices can we deduce that they are diagonalisable?
- Can we diagonalise by rotations?
- The answer to all three questions is "Yes" in an important special case.
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