# Lecture 39 - UM 102 (Spring 2021) 

Vamsi Pritham Pingali

IISc

## Recap

- Reparametrisation invariance of


## Recap

- Reparametrisation invariance of scalar surface integrals.
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem -
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to curves and a consequence for
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to curves and a consequence for conservative vector fields.
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to curves and a consequence for conservative vector fields.
- Stokes' theorem,
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to curves and a consequence for conservative vector fields.
- Stokes' theorem, curl and circulation,
- Reparametrisation invariance of scalar surface integrals.
- Flux and its reparametrisation "invariance" (upto sign).
- A 1D prelude to Stokes' theorem - generalisation of FTC to curves and a consequence for conservative vector fields.
- Stokes' theorem, curl and circulation, and proof using Green.


## Example

## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way,


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways,


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation. Indeed, $\vec{r}_{x} \times \vec{r}_{y}=(2 x, 2 y, 1)$ which points upward.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation. Indeed, $\vec{r}_{x} \times \vec{r}_{y}=(2 x, 2 y, 1)$ which points upward. The boundary is a circle $x^{2}+y^{2}=4$.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot \overrightarrow{d A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation. Indeed, $\vec{r}_{x} \times \vec{r}_{y}=(2 x, 2 y, 1)$ which points upward. The boundary is a circle $x^{2}+y^{2}=4$. A correct oriented parametrisation is $(2 \cos (t), 2 \sin (t), 1)$.


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot d \vec{A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation. Indeed, $\vec{r}_{x} \times \vec{r}_{y}=(2 x, 2 y, 1)$ which points upward. The boundary is a circle $x^{2}+y^{2}=4$. A correct oriented parametrisation is $(2 \cos (t), 2 \sin (t), 1)$. Thus by Stokes, the desired integral is


## Example

- Let $\vec{F}=\left(z^{2},-3 x y, x^{3} y^{3}\right)$ and $S$ be a part of $z=5-x^{2}-y^{2}$ above $z=1$ with the upwards orientation. Calculate $\iint_{S}(\nabla \times \vec{F}) \cdot d \vec{A}$.
- By the way, we did not prove that if the same set is regularly parametrised in two different ways, then they are reparametrisations of each other. This fact is true and requires stuff that is beyond the current scope.
- Parametrise $S$ as $\left(x, y, 5-x^{2}-y^{2}\right)$ where $x^{2}+y^{2} \leq 4$. This has the right orientation. Indeed, $\vec{r}_{x} \times \vec{r}_{y}=(2 x, 2 y, 1)$ which points upward. The boundary is a circle $x^{2}+y^{2}=4$. A correct oriented parametrisation is $(2 \cos (t), 2 \sin (t), 1)$. Thus by Stokes, the desired integral is
$\int_{0}^{2 \pi}\left(4 \sin ^{2}(t),-12 \sin (t) \cos (t), 64 \sin ^{3}(t) \cos ^{3}(t)\right) \cdot(-2 \sin (t), 2 \cos (t)$ 0.


## Example

## Example

- We can verify Stokes


## Example

- We can verify Stokes by calculating the given thing directly:


## Example

- We can verify Stokes by calculating the given thing directly: $\nabla \times \vec{F}=\left(3 x^{3} y^{2},-\left(3 x^{2} y^{3}-2 z\right),-3 y\right)$.


## Example

- We can verify Stokes by calculating the given thing directly: $\nabla \times \vec{F}=\left(3 x^{3} y^{2},-\left(3 x^{2} y^{3}-2 z\right),-3 y\right)$.
- Thus $\nabla \times \vec{F} \cdot \overrightarrow{d A}=d x d y\left(6 x^{4} y^{2}-2 y\left(3 x^{2} y^{3}-2 z\right)-3 y\right)=$ $d x d y\left(6 x^{4} y^{2}-6 x^{2} y^{4}+6 y\left(5-x^{2}-y^{2}\right)-3 y\right)$.


## Example

- We can verify Stokes by calculating the given thing directly: $\nabla \times \vec{F}=\left(3 x^{3} y^{2},-\left(3 x^{2} y^{3}-2 z\right),-3 y\right)$.
- Thus $\nabla \times \vec{F} . \overrightarrow{d A}=d x d y\left(6 x^{4} y^{2}-2 y\left(3 x^{2} y^{3}-2 z\right)-3 y\right)=$ $d x d y\left(6 x^{4} y^{2}-6 x^{2} y^{4}+6 y\left(5-x^{2}-y^{2}\right)-3 y\right)$.
- Its integral over $x^{2}+y^{2} \leq 4$ is (in polar coordinates)


## Example

- We can verify Stokes by calculating the given thing directly: $\nabla \times \vec{F}=\left(3 x^{3} y^{2},-\left(3 x^{2} y^{3}-2 z\right),-3 y\right)$.
- Thus $\nabla \times \vec{F} . \overrightarrow{d A}=d x d y\left(6 x^{4} y^{2}-2 y\left(3 x^{2} y^{3}-2 z\right)-3 y\right)=$ $d x d y\left(6 x^{4} y^{2}-6 x^{2} y^{4}+6 y\left(5-x^{2}-y^{2}\right)-3 y\right)$.
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