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$$

Now the inner integrand is
$V_{n}\left(\sqrt{1-x_{n-1}^{2}-x_{n}^{2}}\right)=\left(1-x_{n-1}^{2}-x_{n}^{2}\right)^{(n-2) / 2} V_{n-2}(1)$.

## An example in higher dimensions

- Calculate the volume $V_{n}(a)$ of an $n$-dimensional ball $x_{1}^{2}+x_{2}^{2} \leq+x_{n}^{2} \leq a^{2}$.
- Firstly, we prove that $V_{n}(a)=a^{n} V_{n}(1)$ : Let $x=a u$ where $u$ is a part of a unit ball. Then $J=a^{n}$ and the change of variables formula does the trick.
- As for $V_{n}(1)$, it equals the iterated integral

$$
\int_{x_{n-1}^{2}+x_{n}^{2} \leq 1} \iint \cdots \int_{x_{1}^{2}+x_{2}^{2}+\ldots x_{n-2}^{2} \leq 1-x_{n-1}^{2}-x_{n}^{2}} d x_{1} \ldots d x_{n-2} d x_{n-1} d x_{n}
$$

Now the inner integrand is
$V_{n}\left(\sqrt{1-x_{n-1}^{2}-x_{n}^{2}}\right)=\left(1-x_{n-1}^{2}-x_{n}^{2}\right)^{(n-2) / 2} V_{n-2}(1)$.

- Thus $V_{n}(1)=V_{n-2}(1) \iint_{D}\left(1-x^{2}-y^{2}\right)^{(n-2) / 2} d x d y=$ $2 \pi V_{n-2}(1) \int_{0}^{1}\left(1-r^{2}\right)^{(n-2) / 2} r d r=V_{n-2}(1) \frac{2 \pi}{n}$.
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- Thus $V_{n}(1)=V_{n-2}(1) \iint_{D}\left(1-x^{2}-y^{2}\right)^{(n-2) / 2} d x d y=$ $2 \pi V_{n-2}(1) \int_{0}^{1}\left(1-r^{2}\right)^{(n-2) / 2} r d r=V_{n-2}(1) \frac{2 \pi}{n}$. We can calculate using this formula.

