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- Centre of mass: If $f$ is the density, then $x_{C M}=\iint x f d A$ and likewise for other coordinates. For instance, for a cone $\vec{r}=(v \sin (\alpha) \cos (u), v \sin (\alpha) \sin (u), v \cos (\alpha))$ where $(u, v) \in[0,2 \pi] \times[0, I]$, we see that $d A=v \sin (\alpha) d u d v$. Thus if $f=1$ (uniform density), then $\iint z d A=\int_{0}^{l} \int_{0}^{2 \pi} v^{2} \cos (\alpha) \sin (\alpha) d u d v=\frac{\pi}{3} \sin (2 \alpha)$. It is easy to see that $x_{C M}=y_{C M}=0$. Thus the centre of mass can lie outside the surface.

