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- How does one prove that $e^{i x}, e^{2 i x}, \ldots, e^{i n x}$ are linearly independent in the vector space of continuous functions on $[0,2 \pi]$ ? Induction is one way. A nicer way is (due to Fourier) : If $\sum_{k} c_{k} e^{i k x}=0$, then multiply by $e^{-i m x}$ and integrate from 0 to $2 \pi$. Then $c_{m} 2 \pi=0$ and hence $c_{m}=0$.
- This proof is like taking a dot product with a bunch of vectors and isolating each component.
- So it is fruitful to define the notion of a dot product on arbitrary vector spaces (over $\mathbb{R}$ or $\mathbb{C}$. This notion does not make sense for all fields).
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- A small interlude before the proof of CS.
- Define the norm $\|x\|=\langle x, x\rangle^{1 / 2}$. So CS is $|\langle x, y\rangle| \leq\|x\|\|y\|$.
- The norm obeys the following:
- Positivity: $\|x\| \geq 0$ with equality if and only if $x=0$. (Easy)
- Homogeneity: $\|c x\|=|c|\|x\|$ (Easy)
- Triangle Inequality (TI) : $\|x+y\| \leq\|x\|+\|y\|$. (In fact, equality holds in the TI iff $x, y$ are parallel.) :

$$
\|x+y\|^{2}=\langle x+y, x+y\rangle=\|x\|^{2}+\|y\|^{2}+\langle x, y\rangle+\langle y, x\rangle . \mathrm{By}
$$

CS and completing the square, we get the result.

- In fact, one can define a norm on a vector space without even defining an inner product but not all norms arise out of an inner product. (An example is the "taxi-cab" norm).
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- So $\|v\|^{2}+\frac{\langle v, w\rangle^{2}}{\|w\|^{2}}-2 \frac{\langle v, w\rangle^{2}}{\|w\|^{2}} \geq 0$.
- Hence $\langle v, w\rangle^{2} \leq\|v\|^{2}\|w\|^{2}$. Equality holds precisely when $v+t w=0$, i.e., $v=-t w$.
- For the complex case, choose $t=-\frac{\langle v, w\rangle}{\|w\|^{2}}$ as before.

