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- Gram-Schmidt orthogonalisation procedure.
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- The continuous functions orthogonal to 1 with the integration inner product on $[0,1]$ are the ones with zero average.
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- Recall how we used $(1,1)$ and $(1,2)$ to create orthogonal vectors.
- Motivated by this construction, we have a theorem: Let $(V,\langle\rangle$,$) be an inner product space and S \subseteq V$ be a f.d. subspace. Then every element $x \in V$ can be represented uniquely as a sum $x=s+s^{\perp}$ where $s \in S$ and $s^{\perp} \in S^{\perp}$. Moreover, $\|x\|^{2}=\|s\|^{2}+\left\|s^{\perp}\right\|^{2}$.
- Caveat: If $S$ is not f.d., the above result is NOT true in genera!!
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- It is of course possible for the equations to have infinitely many solutions! (This phenomenon is called overfitting.)
- More generally, if $y=m_{1} x_{1}+m_{2} x_{2}+\ldots+m_{k} x_{k}+c$, then the "data matrix" $X$ is an $n \times(k+1)$ matrix, and the "slopes vector" $\beta$ is a $(k+1)$-vector.
- Even then, the principle is to project $y$ onto the "column space", i.e., the subspace of $\mathbb{R}^{n}$ generated by the columns of $X$. Alternatively, $(Y-X \beta)^{T} X=0$. These equations are called normal equations. This procedure is called linear regression.
- By the way, if you want to fit polynomials, you can do exactly the same thing by the trick of introducing new variables ! $\left(x_{1}=x, x_{2}=x^{2}, \ldots\right)$.

