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- Computed determinants of $2 \times 2$ matrices and upper-triangular matrices.
- Proved the expansion-along-the-first-column property assuming existence. Hence expansion-along-any-column.
- Proved existence and by construction, the expansion-along-any-row-property.
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- Since the RREF $U$ of a square matrix $A$ is upper-triangular (why?), and we can use Gauss-Jordan row operations to bring it to such a form, we can compute the determinant of the matrix easily.
- Each time we scale a row by a constant $c_{i}$ the determinant scales and each row-exchange leads to a -1 .
- So $\operatorname{det}(A)=\frac{(-1)^{p} \operatorname{det}(U)}{c_{1} c_{2} \ldots}$.
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