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- With counterexamples, demonstrated that directional derivatives are not good enough.
- Defined differentiability as the linear approximation.
- Proved that differentiability implies continuity.
- Gave a geometric meaning to the gradient.
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- If $f(x), g(y)$ are differentiable functions on $\mathbb{R}$ with continuous derivatives then $h(x, y)=f(x) g(y)$ is differentiable in the multivariable sense. Indeed, $h_{x}$, $h_{y}$ exist and by continuity laws, they are continuous.
- By the one-variable chain rule and continuity laws, a linear combination of functions like $f(x)^{k} g(y)^{l}$ is also differentiable.
- As a consequence, polynomials are differentiable on all of $\mathbb{R}^{n}$.
- Rational functions are differentiable wherever their denominator is non-zero.
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- Thus, $\frac{\left|f(a+h, b+k)-f(a, b)-f_{x}(a, b) h-f_{y}(a, b) k\right|}{\|(h, k)\|}<\epsilon$. This implies the result in this case.
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