LECTURE-5

VED V. DATAR*

1. A REVIEW OF MULTIVARIABLE CALCULUS

Let Q C R? be an open set, and p = (a,b) € Q. Then a function f :

Q) — R? is said to be (totally) differentiable at p, if there exists a linear map
Df, : R* — R? such that

f(p+h)—f(p) = Dfp(h)

-0.
|h| -0 Al

The linear map D f,, is called the (total) derviative of f at p. If f is differen-
tiable at p, then f is also continuous, and moreover the partial derivatives

Of /Ox and Of/Jy exist at p. In fact, if

-[]-a-[]

are the standard basis vectors for R?, then

of - of -

9, P) = Dfpléi), and yy(p) = Dfp(€3).

In particular if f = (u,v), the matrix for the linear map D f, in terms of the
standard basis, called the Jacobian matriz, is given by

54(p) Gap)
. | oz 0
)= <%> 23@))'

The determinant of the Jacobian matrix is called simply the Jacobian, and
we will denote it by J¢(p).

Remark 1. Note that the mere existence of partial derivatives is not suffi-
cient for the function to be differentiable. On the other hand, if the partial
derivatives exist and are continuous, then the function is indeed differen-
tiable.
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2. CAUCHY-RIEMANN EQUATIONS
Recall that a function f : Q2 — C is holomorphic if

Flz) = d%f(z) I ICEIOES(©)

h—0 h

exists and is finite at all points z € Q. Putting z = x + iy and decomposing
f into it’s real and imaginary parts, we can write

f(Z) = f(xay) = u(:c,y) + iv(x7y)7

where u, v : 2 = R are real valued functions of two real variables.

Question 1. What restrictions does holomorphicity of f put on the func-
tions u and v?

So suppose f is holomorphic. In the limit above, suppose h goes to zero
along the the real axis ie. h = h+10 is a real number. Then one can re-write
the difference quotient as

flz+h) - f(2) w(@ + h,y) — u(z,y) vz +hy) = vz y)

e h = Jmy h i fimy h
ou Ov

Notice that since the limit on the let exists, by definition of the limits of
complex values functions, the individual limits of the real and imaginary
parts also exist, and hence the two limits on the right exist. In other words,
if f is holomorphic, then the partials of v and v with respect to x exist. On
the other hand, if h goes to zero along the imaginary axis ie. h = ¢k, where
k € R goes to zero, then

f(Z—l—h)—f(Z) u(x,y—i—k:)—u(:v,y) U(x>y+k)_v($7y)

r h =i ik + i ik
k—0 k k—0 k
ov Ou

= %(xv y) - Z%(x7y)'

Again, the fact that f is holomorphic implies that the partials of u and
v with respect to y also exist. But of course, if f is holomorphic, then
these two limits must coincide. Setting the real and imaginary parts equal
to each other we obtain the so called Cauchy-Riemann equations. In fact
we have the following fundamental characterisation of holomorphicity. To
state it, we first define “complex” multiplication of vectors in R? as the map

J : R? — R? given by
a —b
(-1

This is of course, simply multiplication by 4, once we identify R? with C.
It is easy to check that this is a linear isomorphism satisfying J? = id, and
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that the matrix with respect to the standard basis is

0 -1
().
Theorem 2.1. Let Q) C C be an open set and f = u+iv : Q — C a function.

Then the following are equivalent.

(1) f=wu++iv is complex differentiable at a point z € ).
(2) Dfy, exists and u and v satisfy the Cauchy-Riemann (CR) equations:

{g;@,y) = 2U(z,y)

CR
( ) %(%’,y) :—%Z(.%,y)

(3) Df, exists and is C-linear in the sense that for any vector ¥ € R?,

D fp(J (7)) = J(Dfp(0)).
Moreover, if f is complex differentiable at p = a + ib, then

0 0

(21) £ = G0t =i @),

Proof. e Proof of (1) = (2). Firstly, the remarks above prove
that if f is complex differentiable at p = a 4+ ib, then the partial
derivatives of u and v exist at (a,b) and satisfy the Cauchy-Riemann
equations. Moreover, f’'(p) can be computed using the formula (2.1)
above. All it is remains to be shown is that f is in fact differentiable
as a vector valued function of two variables. From the definition of

differentiability, given £ > 0, there exists a § > 0 such that
‘f(p +h) = flp) = f'(p)h
h

whenever |h| < §. By the Cauchy Riemann equations, the Jacobian
matrix at p is given by

— uﬂE(avb) Uy(d,b)
Jf(p) B (_uy(av b) ur(av b) '
It Df, is the linear transformation associated to the Jacobian, then
an easy computation shows that for any complex number h = A+,

Dfp(h) = (Mua(a,b) + pary(a, b)) + i(—Auy(a, b) + pua(a, b)) = f'(p)h.

Here the left hand side is a vector in R?, while the right hand side is
a complex number, and the identification is the usual one. So give
e > 0, for the § > 0 chosen above, we have that

flp+h)—fp) = Dfp(h)‘ _ ‘f(er h) = f(p) = f'(p)h
7l h

whenever |h| < 0. Hence f is differentiable at p with derivative given
by D fp.

<

<e,
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e Proof of (2) <= (3). Let €] and €3 be the standard basis vectors
for R? as above. Note that J(¢i) = ¢3 and J(€3) = —€i. Then

} L | %)
Dfp(J(€1)) = Dfp(é3) = [ai’( ]
dy p)
s Z [~a
swsen=2([E0]) =[]
So the Cauchy-Riemann equations are satisfied if and only if D f,,(J (7)) =
J(D fp(7))-

e Proof of (2) = (1). Let p =a+ib € Q be a point, and let

{A = 2%(a,b) = 5(a,b)

B = gg(a b) = 8“(a b).

By the definition of differentiability,
u(a+ h,b+ k) =wu(a,b) + hA — kB + e1(h, k)
v(a+ h,b+ k) =v(a,b) + hB + kA + ea(h, k),

where g1 (h, k)/Vh?> + k? — 0 and ea(h, k) /Vh? + k? — O as (h, k) —
0. So
fla+ib+ (h+ik)) — f(a+ib) h(A+iB)— k(B —iA) e1(h,k)+ea(h, k)
h+ ik B h+ ik h+ ik '
For the first term, multiplying and dividing by the conjugate h — ik
and simplifying, we see that

(hA — kB) + i(hB + kA)

Jy

Wik =A+iB.
For the second term, using triangle inequality, we see that
61(h k +€2 h k ‘61 h k ‘Eg(h, k)
h +ik ‘_‘w/h2+kz2 ‘«/h2—|—kz2‘

as (h,k) — 0. And so we see that

o flatibt (bt ik) - flatib)

htik—0 h+ 1k
exists, and is in fact equal to A+ iB. This proves that f is holomor-
phic, with
ou v ou ov
! b —(a,b) =i—(a,b b).
F) = Gotab) +i5 @) =i5 (@.b) - 5 (a.b)

As a consequence, we have the following useful observation.

Corollary 1. Let f = u +iv : Q@ — R be holomorphic at p € Q. Then,
J(p) = |f'(2)|?. In particular, the Jacobian of is always positive, and hence
any holomorphic map is orientation preserving.
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Proof. By the Cauchy Riemann equations and (2.1),

_udv dude 0wy 0ny:
f_(?xay 8y8m_(6a:> +<6w> = £ )

O

Corollary 2. Let Q C C be a connected, open subset, and f : Q — C be a
holomorphic function. If f'(z) =0, then f is a constant.

Proof. If f'(z) = 0, then by the Cauchy Riemann equations, and (2.1),
Df, = 0. By the mean value theorem (applied to line segments in R2), we
see that f has to be a constant. ([

The Cauchy-Riemann equations help us compute complex derivatives, or
rule out the possibilities of some functions being holomorphic.

Example 1. The function f(z) = Z cannot be holomorphic. To see this,
note that f(z) = = —iy. Applying the above theorem with u(z,y) = = and
v(z,y) = —y, we see that u, = 1 while vy = —1, and so the above equations
are not satisfied. For this function f(z) = z is holomorphic. Functions
such as these whose conjugates are holomorphic, are called anti-holomorphic
functions. It is easy to prove that the only holomorphic and anti-holomorphic
functions are the constants.

Example 2. We have already seen that f(z) = |z| is not holomorphic.
Using the above theorem it is easy to see that in fact, any function, defined
on an open connected set, that takes only real values cannot be holomorphic,
unless it is a constant function. This is because from the above theorem
(since v=0) we get that u, = u, = 0. That is, the gradient of u is zero in an
open connected set in R?2. But then, by a standard fact from multivariable
calculus, u (and hence f) has to be a constant.

Example 3. The function f(x+iy) = \/|z||y| satisfies the Cauchy-Riemann
equations at the origin. On the other hand, one can show that the function
is not holomorphic at z = 0. The problem is of course that D fy does not
exist.

2.1. New notation. A more compact way to write down the Cauchy-
Riemann equations is to introduce the

o 0

0z 0z
operators. These are the analogs of the partial derivative operators 9/0x, 9/0y
in the complex setting. To see how to define these operators, note that any

point in the plane (z,y) can be described using the (z, z) variables via the
formulas

2+ Zz z—Z
xr = fry

9 YT Ty
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Formally, using chain rule from multivariable calculus (any sensible defini-
tion of these operators should satisfy chain rule after all!), and treating z
and Z as independent variables, we see that

of _of oz  0Of 0y

dz Ox 0z Oy Oz
_1s0f 10f
-5+ 73,)

Similarly we see that
of _ l(if _ lé;f)
0z  2\0x ioy/

Motivated by these formulae, we define the two operators as

0 1/0 10
$::§<%+Xa§)
8 1,0 10
&ﬁ(%‘ziy)

Then for a holomorphic function f(z) the Cauchy-Riemann equations can
be re-written as
of _\ O _ .

— =0, =— = .

0z 0z (2)
So holomorphicity implies that the function is independent of the Z variable.
Note that for any complex valued two variable function, we then have

of _of

0z 0z
Remark 2. (Chain rule in the new notation). Let f and g be function
from domains in R? to R%. Suppose f is differentiable at p = (a,b), g is
defined in a neighborhood of f(p) and is differentiable at f(p), then go f
is differentiable at p. Then the chain rule from multivariable calculus is
equivalent to

dg o 0 0 0 of
9 ) = 2250 )+ L) - )
dgol, 09 O D9 0f

55 () 8w(f(p))- i (p) + (%(f(p))' 82(19)-

Heuristically, this would be the “obvious” chain rule one might write down,
if we consider (z,Z) as two independent variables of f (and resp. (w,w) two
independent variables of g). The proof of course requires an interpretation
of the chain rule in terms of multiplication of Jacobian matrices, and the
expression above of the Jacobian matriz in terms of the holomorphic and
anti-holomorphic derivatives. In particular, if f and g are both holomorphic,

then
agaz f(p) =4 (f(p)- f'(p), 8%2f(p) — 0.
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HARMONIC FUNCTIONS

For a function of two variables u(x,y) whose first two partials exist and
are continuous, the Laplacian is defined by
*u  0*u
Ox? + oy
The function is said to be harmonic if Au = 0 at all points. Harmonic
functions show up almost everywhere in physics, and most prominently in
electrostatics. For instance the electric potential in a charge free region is
harmonic function! In two dimensions, the study of harmonic functions is
equivalent to the study of holomorphic functions via the following theorem.

Au =

Proposition 2.1. Let f = u+ 1w : Q@ — C be a holomorphic function,
Suppose u and v have continuous second partial derivatives, then u and v
are both harmonic functions.

Proof. The proof is an easy consequence of the Cauchy-Riemann equations.
By CR equations, u, = vy, and u, = —v,. differentiating the first with
respect to ‘x’ and the second equation with respect to ‘y’, and recalling that
since v has continuous second partials, the mixed partials commute, we see
that

AU = Ugy + Uyy = Vyg — Vgy = 0.

O

Remark 3. Later, we will see that the real and imaginary parts of any
holomorphic function are infinitely differentiable. In particular they have
continuous second partials. So the hypothesis in the above theorem is super-
fluous. That is, for any holomorphic function, the real and imaginary parts
are always harmonic functions.

Given a harmonic function v : £ — R, a function v : 2 — R is said to be
a conjugate harmonic function if f = u+iv is a holomorphic function. As a
consequence of the Cauchy-Riemann equations we then have the following.

Proposition 2.2. Let v1 and vo be conjugate harmonic functions, and let
Q) be connected. Then vi — vy 18 a constant.
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